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EXECUTIVE SUMMARY

Systematic exercise of market power could reduce or eliminate the consumer benefits of
restructuring electricity generation markets.  It is important, therefore, to understand and address
the problem.  However, high wholesale electricity prices, the most prominent symptom of an
exercise of market power, could arise also from conditions of high cost and shortages.  Since the
major policy implications differ for different causes of high prices, it is essential to separate the
effects.  Confusing an exercise of market power with other conditions could result in costly
decisions and a neglect of real problems in a way that would increase rather then mitigate
problems of electricity restructuring.

Direct analysis of the behavior of individual generators requires detailed data not available in the
public domain, although the key elements would be available to system operators.  As a more
indirect approach, many analyses of the exercise of market power in electricity markets focus on
comparing actual market prices with simulated prices intended to reflect aggregate competitive
conditions.  Although appealing in principle, this indirect simulation approach imposes substan-
tial burdens on the preparation of the simulation model to isolate the effect of an exercise of
market power rather than higher costs, increased demand or capacity constraints.

It is inherently difficult to eliminate errors in a simulation model and isolate the effect of an
exercise of market power.  The usual argument for why market power presents a special problem
in the case of electricity emphasizes the tendency of the supply curve to rise rapidly at high
levels of output near the capacity of the system.  In this range, a small level of supply
withholding to exercise market power could produce a large price increase.  Unfortunately, this
same feature means that small errors in the simulation model could produce large changes in the
simulated price in this same range.

This analytical problem inherent in simulation models compounds when the traditional tools for
analyzing electricity markets give way to even more approximate models.  This practice
simplifies the simulation but expands further the possibility that errors in the model could
obscure the separate effects that lead to differences between observed and simulated prices. Such
use of simplified models has been prominent in many analyses that find a ubiquitous exercise of
market power and has even been suggested as a trigger for automatic implementation of
substantial market interventions to mitigate market power.

In addition to estimating the competitive price, therefore, it is equally important to identify the
sensitivity of that estimate to changes in assumption that might reflect errors in the model.  If the
sensitivity analysis reveals relatively small changes in the simulated price, the errors may not be
important.  But if the sensitivity analysis produces a wide range of prices, a range large enough
to include the observed prices, then the simplified model would not be able to distinguish
between the exercise of market power or the errors in the simulation model.
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The present study conducts such a detailed sensitivity study using the most prominent simulation
analysis that relies solely on publicly available data.  Given the problems of the simulation
model, the purpose is not to produce a better estimate of the competitive prices.  Rather, the
focus is more on the degree of confidence that we can place on any particular estimate.  As a first
step, an attempt to independently replicate the simulated prices was not fully successful and this
itself illustrates the difficulty of building a reliable model.  Then with this baseline, various tests
approximated the impact of simplifying assumptions.

The results produce a wide range of simulated prices, a range that includes observed market
prices.  This indicates that the sensitivity analysis of simulation results is essential in assessing
any policy conclusions.  Drawing inferences regarding competition based on comparisons
between actual prices and those simulated in these simple models could produce substantial
errors. The difference between the actual and simulated prices could arise from the real-world
constraints omitted from the model in conjunction with purely competitive behavior, or the
difference could arise from the exercise of market power by sellers that are able to raise prices
because of constraints omitted from the model.  One simply cannot tell from these simulations.
The error is larger than the effect being estimated.
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I. INTRODUCTION

The potential for the exercise of market power can provide an important limitation on the ability
of consumers to benefit from restructuring of electricity generation markets.  It is therefore
important to identify circumstances in which market power is being or has been exercised, to
understand the reasons underlying the ability of market participants to exercise market power,
and to address the market power policy implications.

At the same time, it is also important to recognize that high prices alone do not signify the
exercise of market power as high prices could also arise either from high costs or capacity
shortage conditions.  Moreover, since many of the remedies for high prices arising from the
exercise of market power (e.g., divestiture and mitigation) are quite different from the remedies
for high prices arising from high costs or capacity shortage (e.g., more investment in low cost
electric generating capacity), it is important to empirically distinguish among the various causes
of high prices.  One methodology that has been used in a number of papers to assess whether
prices have been impacted by the exercise of market power is to simulate the competitive level of
prices and then to compare the simulated prices with actual prices.

Several papers have discussed the methodological limitations of studies that attempt to make
inferences regarding the exercise of market power by comparing actual market clearing prices to
prices calculated by simulation models, particularly if those models do not include factors that
                                               

1 Scott Harvey is a Director with LECG, LLC, an economic and management consulting company.  William
Hogan is the Lucius N. Littauer Professor of Public Policy and Administration at the John F. Kennedy School of
Government, Harvard University.  This paper was supported by Mirant.  The authors are or have been
consultants on electricity market design and transmission pricing, market power or generation valuation issues
for Allegheny Energy Global Markets; American Electric Power Corp.; American National Power; Brazil
Power Exchange Administrator (ASMAE); British National Grid Company; Calpine Corporation; Commission
Reguladora De Energia (CRE, Mexico); Commonwealth Edison; Conectiv; Constellation Power Source; Coral
Power; Detroit Edison; Duquesne Light Company; Dynegy; Edison Electric Institute; Electricity Corporation of
New Zealand; Electric Power Supply Association; Entergy; General Electric Capital; GPU, Inc. (and the
Supporting Companies of PJM); GPU PowerNet Pty Ltd.; GWF Energy; Independent Energy Producers
Association; ISO New England; Midwest ISO; Morgan Stanley Capital Group; National Independent Energy
Producers; New England Power; New York Energy Association; New York ISO; New York Power Pool; New
York Utilities Collaborative; Niagara Mohawk Corporation; Ontario IMO; PJM Office of the Interconnection;
Pepco; Public Service Electric & Gas Company; Reliant Energy; San Diego Gas & Electric; Sempra Energy;
Mirant/Southern Energy; SPP; TransÉnergie; Transpower of New Zealand Ltd.; Westbrook Power; Williams
Energy Group; and Wisconsin Electric Power Company.  John Jankowski, Christine Jimenez, Sherida Powell,
Joel Sachar, Erik Voigt and Matthew Kunkle provided comments and research assistance.  Comments were also
provided by Joe Bowring, Robert Ethier and Joe Pace.  The views presented here are not necessarily attributable
to any of those mentioned, and any errors are solely the responsibility of the authors.
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can materially raise the cost of meeting load in actual operations, e.g., the need for operating
reserves, start-up and minimum load costs of operating units, transmission congestion,
generation ramping constraints, uncertain load, unit operating inflexibilities, environmental
restrictions, and uncertain outages.2  There is, however, a continuing series of studies that report
finding pervasive exercise of market power in wholesale electricity markets based on
comparisons of actual and simulated prices in California,3 PJM,4 and New England.5

While the potential exercise of market power in deregulated wholesale electricity markets is an
important concern that deserves careful scrutiny, the methodology employed in these simulation
studies appears likely to find that market power has been exercised regardless of the
competitiveness of the market.  The Bushnell and Saravia study of New England even finds a
spread between actual and simulated prices in a region in which most observers, including the
market monitor using different methods, have recognized that actual settlement prices have been
artificially depressed by inefficient rules that give rise to substantial uplift costs.6

In view of the continuing series of papers that draw strong conclusions regarding the competitive
level of prices based on models and assumptions that are inconsistent with the actual operation of
the transmission system, it is appropriate to attempt to provide some sensitivity analyses that
provide insight into the importance of these methods and assumptions.  We decided to develop

                                               

2 Scott M. Harvey and William W. Hogan, “Issues in the Analysis of Market Power in California,” October 27,
2000 (hereafter Harvey-Hogan October 2000); Scott M. Harvey and William W. Hogan, “On the Exercise of
Market Power Through Strategic Withholding in California,” April 24, 2001 (hereafter Harvey-Hogan April
2001); Scott M. Harvey and William W. Hogan, “Identifying the Exercise of Market Power in California,”
December 28, 2001 (hereafter Harvey-Hogan December 2001); and Rajesh Rajaraman and Fernando Alvarado,
“[Dis]proving Market Power,” January 24, 2002 (revised March 2, 2002).

3 Severin Borenstein, James Bushnell, and Frank Wolak, “Diagnosing Market Power in California’s Deregulated
Wholesale Electricity Market,” August 2000 (hereafter BB&W); Frank Wolak, R. Nordhuas and Carl Shapiro,
“An Analysis of the June 2000 Price Spikes in the California ISO’s Energy and Ancillary Services Markets,”
September 2000; Paul Joskow and Edward Kahn, “A Quantitative Analysis of Pricing behavior in California’s
Wholesale Electricity Market During Summer 2000,” March 2001 (hereafter Joskow-Kahn March 2001); Paul
Joskow and Edward Kahn, “Identifying the Exercise of Market Power: Refining the Estimates,” July 5, 2001
(hereafter Joskow-Kahn July 2001); Paul Joskow and Edward Kahn, “A Quantitative Analysis of Pricing
Behavior in California’s Wholesale Electricity Market During Summer 2000:  the Final Word,” February 4,
2002 (hereafter Joskow-Kahn February 2002); Severin Borenstein, James Bushnell and Frank Wolak,
“Measuring Market Inefficiencies in California’s Restructured Wholesale Electricity Market,” June 2002.

4   E. T. Mansur, “Environmental Regulation in Oligopoly Markets:  A Study of Electricity Restructuring,”
November 2001, and Erin Mansur, “Pricing Behavior in the Initial Summer of the Restructured PJM Wholesale
Electricity Market,” April 2001.  PJM covers a region in the Mid-Atlantic states.

5 James Bushnell and Celeste Saravia, “An Empirical Assessment of the Competitiveness of the New England
Electricity Market,” February 2002 (hereafter Bushnell and Saravia).  Bushnell and Saravia find an average
price markup that exceeds the threshold recently proposed by the California ISO as a trigger for automatic
implementation of market power mitigation; California ISO MD02 proposal submitted to FERC, May 1, 2002.

6 David B. Patton, “An Assessment of Peak Energy Pricing in New England During Summer 2001,” November
2001.   Mario Depillis, ISO-NE, “Reserve Market Issues in Nepool,” September 13, 2000; Mario Depillis, ISO-
NE, “Limitations of Bid Characteristics,” October 24, 2000; ISO New England, Inc., “Management Response to
Summer 2001 Pricing,” March 2002; ISO New England, “Power Supply,” no date; and David Patton, Robert
Sinclair and Pallas Van Schack, “Competitive Assessment of the Energy Market in New England,” May 2002.
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these sensitivity analyses for some of the California simulations, but some or all of the same
methodological difficulties exist in all of these studies:  operating reserve requirements excluded;
the impact of start-up and minimum load costs not considered; environmental restrictions
missing; the chaos and uncertainty of real-time operations simplified to perfect dispatch
decisions supported by perfect hindsight; and the variability of real-world unit performance and
outages replaced with idealized assumptions.  These sensitivity analyses are discussed in Section
II.  It is seen that these sensitivity analyses are necessary, addressing these other factors has a
large impact on simulated prices for California during June 2000.  If these factors are taken into
account, the simulated prices are generally at or above the level of actual prices.  Section III
turns to a discussion of the New England Power Pool (NEPOOL) simulation results.  These
results include sensitivity cases that provide tests of ability of these simple simulation models to
predict market-clearing prices.  The tests indicate that the simulation model produces results that
violate the simplifying assumptions of the model and reflect features of the real dispatch not
reflected in the model.

In the end, it is seen that sensitivity analysis of simulation results is essential in assessing the
conclusions that can be drawn.  The approach of drawing inferences regarding competition based
on comparisons between actual prices and those simulated in these simple models could produce
substantial errors. The difference between the actual and simulated prices could arise from the
real-world constraints omitted from the model in conjunction with purely competitive behavior,
or the difference could arise from the exercise of market power by sellers that are able to raise
prices because of constraints omitted from the model.   The differences between the actual prices
and those simulated by these kinds of models provides little information on the degree to which
prices have been impacted by the exercise of market power, one simply cannot tell from these
simulations.  The error is larger than the effect being estimated.

II. CALIFORNIA SIMULATIONS

A. Simulation Methodology

A direct approach for identifying an exercise of market power would focus on the decisions of
individual generators.  Given observed market prices, known production capacities and costs,
and actual production over a period of time, a significant exercise of market power would reveal
repeated deviations from profit maximizing production schedules.  Typically the deviations
would appear as offering production that is below the profitable level given the prices,
environmental restrictions, ramp rates, and output of ancillary services.  With this necessary
evidence, the analysis could turn to examination of particular explanations for these deviations,
such as instructions from the system operator to deviate from the optimal production pattern, or
would support the market power interpretation of the data.

A limitation of the direct approach from the standpoint of some market observers  may be the
need to acquire confidential data about production schedules, ramp rates, available capacity, and
ancillary service supply and requirements that may not be found in public information.  For
example, absent complete information about the multi-product output of individual generating
plants, it might be impossible to distinguish between reducing energy production to exercise
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market power versus supplying reserves to meet reliability requirements or comply with
environmental laws or regulations.

If available, direct evaluation of the performance of generators would be the preferred approach.
However, as an alternative, some observers have applied simulation models to indirectly test for
the exercise of market power.  If it were possible to obtain an adequate simulation of a
competitive market outcome, without any exercise of market power but consistent with system
resources and reliability requirements, the resulting simulated prices could be compared with the
observed market prices.  An exercise of market power would be consistent with a finding that
market prices were significantly above the simulated competitive price.  The simulation results
would not in themselves identify who had exercised market power, but the price markup
condition would support a finding that someone had exercised market power.

In order to apply the logic of the indirect simulation approach, it would be necessary to build a
simulation model with enough of the essential detail of the electricity system to simulate the
competitive level of prices given competitive bids.  The detail would include network
constraints, ramping rates, and many other characteristics within an optimization framework to
replicate the decisions of economic dispatch.7  The resulting effort would be data intensive.  The
simulation output would include different prices at different locations, with dynamic interactions
among time periods.  The result would be a dynamic multi-price simulation.

Experience with such models (e.g., GE-MAPS) indicates that the optimized output invariably
ignores some of the constraints facing real system operators.  Even with a good, or very good
model, differences between simulated and real results arise because of simplifications in the
model.  Nevertheless, there is a long history of building and using such dynamic multi-price
models to analyze a wide array of energy policy problems.  In the typical application, the impact
of simplifications in the model is addressed by comparing results between different simulation
cases, thereby attempting to isolate the effects of the differences in the simulation cases and net
out any bias in the simulation models.  A different approach would be required in an application
that compares a simulation case with real outcomes, for which the simplifications in the model
could bias the results.

With the focus on market power problems, however, there has been a new approach to
simulating the operations of the electricity system.  This approach has been to go further in the
direction of simplification of reality.  This has resulted in the use of models that strip away most
of the details of the electricity system.  In particular, the new approach has been to ignore all the
complications of the electric network to assume that all the market operates effectively at a
single location.  Further, these models ignore dynamics and assume that each electricity plant has
complete flexibility to change its output in any hour based on the economics of price versus a
variable cost in that hour, with no start up costs or minimum load effects.

With these simplifications, the resulting model views each hour as independent of all other hours
of operation.  Hence, there are no dynamic effects.  The model is thus static and solved

                                               

7 Rajesh Rajaraman and Fernando Alvarado, “[Dis]proving Market Power,” January 24, 2002 (revised March 2,
2002)



8

separately for each hour.  Furthermore, without separate treatment of different locations or
products, the market outcome reduces to a single market price for energy.  Hence, the resulting
model is a static single-price simulation.

With these assumptions, the static single-price simulation requires data on plant capacities,
incremental energy costs, and aggregate demand for energy and ancillary services.  Given a rule
for simulating outages and deratings either by randomly selecting available plants in each hour,
or by derating the output of all plants using an average availability factor, the optimization model
reduces to a single-stack analysis.  The energy bids of the available plants are stacked from
lowest to highest.  Starting from the bottom with the cheapest, plants are dispatched until the
combined output meets the aggregate load.  The incremental cost of the most expensive plant
dispatched determines the simulated competitive price.  This analysis is repeated separately for
each hour.  Assuming that there is a single energy price in the real electricity market in each
hour, this simulated price provides the competitive standard for comparison.

The argument for using a static single-price simulation stands on the premise that the errors
induced by the simplifications are not significant compared to the price markups reflecting a
difference between simulated competitive prices and the observed market prices.  Given the long
history of use of dynamic multi-price simulation models, applied with care and caution, this is a
somewhat surprising assumption.  Were it true, the industry must have some other explanation
for the widespread practice over many years of investing in the more complicated models.
Furthermore, the movement from comparison between different simulation cases to net out the
modeling bias, to direct comparison of a simulation case with the real data, should raise a caution
about the effect on the reliability of the estimates.

The purpose here is to address the assertion that the static single-price simulation model does not
introduce errors as large or larger than the effect it is to estimate.  Our previous papers have
given many examples of the difficulty in accepting this position.  Here we carry this work further
by applying sensitivity analyses with a typical application of the static single-price methodology.

The resulting sensitivity analysis is especially important in trying to understand the nature of
market power exercised in electricity systems.  The usual argument for why the single stack
optimization presents a special problem in the case of electricity emphasizes the tendency of the
supply curve to rise rapidly at high levels of output near the capacity of the system.  In this
range, a small level of supply withholding to exercise market power could produce a large price
increase.  Unfortunately, this same feature means that small errors in the single stack model
could produce large changes in the simulated price in this same range.  To illustrate the
significance of this fact, consider the supply curves shown in Figure 28.
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Figure 28
Simulated Supply Curves
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Figure 28 depicts the supply curves for thermal capacity for an illustrative case discussed below.
The details of the particular case are not important for the illustration.  The total nameplate
capacity reduces to the derated supply curve to reflect equivalent forced outage rates (EFOR), in
the same manner used in the Joskow-Kahn simulation model.  Setting aside the difficulties in
estimating costs and other elements, suppose that the simplifications in the static, single-price
model that ignore dynamics, environmental limitations, greater stress on the plants, and so on,
add a 5 percent chance that an individual plant is unavailable in any hour.  This error could be
addressed as an addition to the assumed outage rate.  Using this higher effective rate, a Monte
Carlo sampling produces an average supply curve subject to a $750 price cap.  The result has the
same properties often described as indicative of the exercise of market power.  In particular, the
markup between the average price curve and the “competitive” derated supply curve is virtually
zero at low load levels, and the markup rises rapidly as load approaches the maximum of the
derated supply curve.  Using a dispatch profile from a June 2000 simulation, the average price is
approximately $105 versus the “competitive” derated simulation of $59, for a markup of 44
percent.  But we know that this difference is not a result of the exercise of market power, it is the
result of competitive behavior but with a 5 percent difference in the real availability of plants
compared to the static ideal.  Concluding that this markup arises from an exercise of market
power and not error in the model would require controlling for all the errors in the model well
below this 5 percent level.
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Hence, it is inherently difficult to separate the effect of errors in the model from the apparent
exercise of market power.  The illustration in Figure 28 suggests why this is true, and the
detailed sensitivity analysis to follow examines the impact of several different changes in
assumption that have similar effects.

B. Summary of Approach

Our previous examinations of the market power analyses for California addressed the many
simplifications in the models used to simulate the competitive price level. Examples illustrated
the potential impact of over-optimization by ignoring real constraints.  However, the discussion
did not go to the kind of systematic sensitivity analysis that would provide aggregate
quantification of the magnitude of the problems.  Since the force of our critique has been that a
much more complicated dynamic simulation is required, with data that are not available in the
public domain, it is not possible to substitute a better simulation with competing estimates of the
competitive benchmark price.  However, we have gone further here in doing sensitivity tests
within the framework of the simplified methodology.  The focus, therefore, is not on the best
estimate of the competitive price but rather on the confidence interval for the best estimate and
the extent to which the range includes or excludes the observed market prices.

Although studies have been undertaken of NEPOOL and PJM as well of California, we have
chosen to undertake sensitivity analysis based on the California studies, in part because we are
already familiar with a number of the data sources and because market prices reached much
higher and more controversial levels in California.  In particular we focus on the simulation
results from Joskow and Kahn because they based their work on public information.8 However,
the results of Joskow and Kahn are qualitatively similar to those of other simulation studies of
the California market.  We attempted to provide a starting point for the sensitivity analysis by
replicating the most recent Joskow and Kahn simulations, which use only publicly available data,
and we have focused on June 2000 because of the large gap they found between actual and
simulated prices during that month.9  The Joskow-Kahn methodology has not always been fully
described, however, and there are many important steps in the simulation for which their papers
provide little guidance.  In filling in these gaps we have attempted to utilize the data sources
referred to by Joskow and Kahn, and to be conservative (choosing the alternative that would tend
to result in lower simulated prices). This attempted replication of the Joskow-Kahn simulation
yields an average June price of $85.28/MWh or $76.90/MWh if hourly prices are subjected to a
$750/MW price cap.10  These prices are noticeably higher than those reported by Joskow and

                                               

8 Joskow and Kahn also provide a separate direct analysis addressing possible withholding by generating
companies.

9 This analysis of a single month does not demonstrate that the prices prevailing in the WSCC during 2000 and
2001 can in all cases be explained by purely structural considerations.  The purpose of the analysis is to
demonstrate that the simplifications commonly made in simulating electricity prices with single-stack models
introduce such a wide range of error in simulating market prices that the error is larger than the effect being
estimated.

10 The simulation model used for this replication is or will be available at lecg.com (See practices/Electric Power,
Oil & Gas/Research Papers & Testimony/California Electricity Markets). The posted model does not include
proprietary Henwood data nor are the CEMS data appended.
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Kahn ($67.23 with uncapped prices), but noticeably lower than actual prices. We have not
explained the cause of the remaining differences, but  they may arise from averaging across
hours in the Joskow-Kahn simulation or differences in resolving the many methodological
ambiguities that are described below.  This discrepancy may be just a mistake on our part in
understanding what was done in Joskow and Kahn, but it illustrates the importance of seemingly
harmless approximations.

The second stage of the analysis is to use this replication to test the impact of alternative
assumptions regarding reserve requirements, environmental constraints, start-up and minimum-
load costs, outages, hydro power availability, and import elasticities. These start with the
replication which serves as the basis of comparison.  Hence, the sensitivity tests do not depend
on the full resolution of the difficulties in repeating what Joskow and Kahn reported.  This
resulted in several hundred sensitivity cases. These cases are summarized in Section D.  It is seen
that essentially every case that accounts for actual California Independent System Operator
(CAISO) reserve requirements produces simulated prices that are consistent with or above
average actual prices.

C. Replication

The initial step in assessing the impact of alternative simulation methodology and assumptions is
the replication of the Joskow-Kahn price simulations for the month of June 2000.  This
replication has three main elements:  estimating CAISO load, estimating must-take generation,
and dispatching imports and dispatchable generation to determine a simulated price.

1. Load

The starting point in the simulation of competitive prices is determination of the load that must
be met by generation resources.  Three aspects of the definition of load merit discussion:
reserves, hourly aggregation and actual load.

First, Joskow and Kahn add 10 percent to actual load in Joskow-Kahn March 200111 to account
for capacity required to provide reserves and regulation, but reduce this in Joskow-Kahn July
2001 and February 200212 to a 3 percent allowance for upward regulation only. Although the
actual hour-by-hour ancillary service requirement depends on some factors that are not public,
the 3 percent alternative is too low. The assumption in their recent papers is readily replicated,
and the sensitivity analysis will examine the degree to which the results are sensitive to the
assumption that it is not necessary for the CAISO to maintain contingency reserves or comply
with North American Electric Reliability Council (NERC) and Western Systems Coordinating
Council (WSCC) reliability standards.

Second, the Joskow-Kahn March 2001 simulation was based on 10 periods per month, while
Joskow-Kahn July 2001 and Joskow-Kahn February 2002 were based on 100 periods per month.

                                               

11 Joskow-Kahn March 2001, p. 11.
12 Joskow-Kahn July 2001, p. 7-8 and Joskow-Kahn February 2002, p. 13.



12

Disaggregation from 10 to100 hours in the Joskow-Kahn July 2001 study materially raised the
simulated prices.13 We have not attempted to aggregate the load data from 720 hours.  There is
no apparent benefit to such aggregation and no computational need to reduce the number of
hours. Moreover, because aggregated load data cannot be chronological,14 simulations based on
load aggregated across hours are intrinsically problematic because they cannot reflect the
operation of the actual generation and transmission system, which must operate chronologically.
All of our simulations are therefore based on 720 hourly observations for June 2000, and this
allows us to make some calculations that address the chronological pattern of output.

Third, Joskow and Kahn do not describe some of the details of how they measure load for their
simulations.15 The CAISO posts data on real-time system deliveries to the distribution system,16

but this does not equal total transmission system load because it does not include transmission
system losses.17  Moreover, actual system deliveries to the distribution system do not include
load that has been dispatched off in real-time on a price or reliability basis.18  One method of
approximating total actual system load is to add estimated hour ahead losses19 to CAISO data for
real-time deliveries to the distribution system. We assume that Joskow and Kahn included
estimated losses in load in this manner, although as noted above their method of estimating real-
time load is not clear from their papers. This methodology does not give a completely accurate
measure of real-time load because differences in the level and location of assumed and actual
load and generation would affect losses but we assume that these differences are second order
effects and thus that this assumption provides a reasonable approximation of transmission system
load.20

                                               

13 See Joskow-Kahn July 2001, pp. 12-13.  It should be noted that the sensitivity results that were reported for load
modeling in the July paper contained anomalies (see Harvey-Hogan December 2001, pp. 43-45).  These
anomalies have not been explained in subsequent papers and it may be that none of the simulated prices
reported in Joskow-Kahn July 2001 are accurate.

14 By chronological, we mean that in real operations, hour ending 24 on June 17 (real-time price of $84.42)
followed hour ending 23 (real-time price of $3.20), which followed hour ending 22 (real-time price of $95.21).

15 Joskow-Kahn February 2002, for example, refers to “hourly demand” and “mean load” without further
explanation.

16 Historical data through August 31, 2000 has been archived by the CAISO in the “Chronicles” section of its
OASIS website. Real-time data on deliveries to the distribution system is found under the “ISO Actual System
Load” variable at www.CAISO.com/marketops/OASIS/pubmkt2.html.

17 Similarly, hour-ahead schedules do not include losses.
18 Joskow-Kahn July 2001 contains a brief discussion of interruptible load (p. 10) but it does not clarify whether it

is included in their measure of load.
19 Historical data on estimated hour-ahead losses through August 31, 2000 , are found in the “Chronicles” section

of the CAISO OASIS website under the “Hour Ahead Company Losses” variable at
www.CAISO.com/marketops/OASIS/pubmkt2.html.

20 An alternative approach to estimating load would be to measure it as the sum of hour ahead schedules plus
BEEP stack dispatch instructions.  Hour-ahead schedules may be either greater or less than actual output,
however.  This approach would not capture load met with real-time RMR dispatch instructions or out-of-market
calls, or the impact of over- or undergeneration relative to these schedules.
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This measure of demand would not include load that was dispatched down in real time. Load
dispatched down in the Balancing Energy and Ex-Post Pricing (BEEP) stack appears to be of two
types.  First, pump storage units would be scheduled to operate, consuming energy, in off-peak
periods and their consumption could be dispatched down in response to high real-time prices.
Second, interruptible loads might be interrupted by the CAISO (through the individual utilities)
in response to emergency conditions. It is not clear from the Joskow-Kahn papers how these
loads were treated in their simulation.21 In estimating the real-time demand against which
generation is dispatched, we have not included in demand pumped storage load that was
dispatched down in real-time (this load was interrupted at a price less than or equal to the actual
real-time prices so excluding it from demand is conservative) but we have included in demand
load that was interrupted by the distribution companies to maintain reliability (because this
interruption reflected a supply shortage at the market-clearing price).  For example, the highest
hourly load during June was 44,417 MW on June 14, 2000, hour ending 16:00.  This load was
derived by adding transmission system withdrawals of 43,447 MW, plus estimated losses of 900
MW, plus real-time beep stack load curtailments of 70 MW.  This total load was then increased
by 3 percent to 45,750 MW to account for capacity required to provide up-regulation.

2. Must-Take Generation

The first type of generation scheduled to meet load in the Joskow-Kahn simulation is must take
and other non-dispatchable generation including nuclear, wind, qualifying facility (QF),
geothermal, hydro, solar, and biomass output.

Nuclear.  Joskow-Kahn July 2001 and Joskow-Kahn January 2002 assume that all nuclear plants
operated at capacity, which would be 4,358.4 MW during June 2000.  This is virtually identical
to the average output reported on the Energy Information Administration (EIA) form 759, of
4,387.96 MW.  To be conservative, we have used the average EIA output of 4387.96 MW in the
base case simulations.

Hydro.  The second type of non-dispatchable generation included in the Joskow-Kahn
simulations is hydro generation, including pumped storage.  At least some of this generation is
dispatched on a price basis in the real world, but it is all treated as price taking in the Joskow-
Kahn simulations.22  In determining the level of hydro output and allocating this output across
hours, Joskow and Kahn state that they calculated an average hourly hydro energy available for
each month based on the EIA-759 data for units dispatched by the CAISO,23 and then assumed
that hydro energy output was 60 percent of this average off peak and 8,000 MW on peak in
Joskow-Kahn March 2000 and 8,500 on peak in the other simulations.24

We applied the methodology described by Joskow-Kahn to the EIA 759 data for June 2000,
excluding the generation of the Los Angeles Department of Water and Power (LADWP),
                                               

21 See, for example, Joskow-Kahn February 2002, p. 13.
22 Joskow-Kahn March 2001, pp. 11-12; Joskow-Kahn July 2001, p. 9; and Joskow-Kahn February 2002, p. 13.
23 Joskow-Kahn March 2001, p. 11; and Joskow-Kahn February 2002, p. 13.
24 Joskow-Kahn March 2001, p. 11; Joskow-Kahn July 2001, p. 9; and Joskow-Kahn February 2002, p. 13.
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Imperial Irrigation District (IID), and PacifiCorp and dividing by 720.25  The remaining hydro
generation averaged 5,807 MW/hour.26 The allocation of this output to hours by load level
pursuant to the Joskow-Kahn methodology is shown in Table 1 below.

                                               

25 We have been able to replicate the illustrative calculations they provide for July 2000 in Joskow-Kahn March
2001, by adding up the EIA 759 output for California generators other than LADWP, IID, PacifiCorp and
SMUD, (Sacramento Municipal Utility District) and dividing by 720.  It is not clear if and why the SMUD
output was apparently excluded from the calculation of hydro supply as the SMUD units for which data is
reported to the EIA are included in the list of CAISO units.  SMUD is not mentioned as excluded in Joskow-
Kahn July 2001, p. 9.  In addition since there are 31 days in July, the data should have been divided by 744
hours, not 720.  If these figures were used in the Joskow-Kahn simulation for July 2001, average hydro energy
was understated by about 225 MW by the exclusion of SMUD and overstated by about 170 MW/hour by
dividing by 720 hours.  Joskow and Kahn do not repeat the illustrative calculation of hydro supply in the later
versions of the paper, so it is unclear if there are similar anomalies in the hydro output assumed in later papers.

26 The Joskow-Kahn methodology has several elements that potentially misstate the available hydro generated
energy.  First, it is not clear that all of the EIA units whose output they include are actually within the CAISO
control area.  We attempted to match EIA reports to CAISO generators, and in addition to the IID, PacifiCorp
and LADWP identified 420.3 MW of capacity, and 224.67 average MWh of energy in the EIA data that we
could not match with units listed as within the CAISO control area.  Average hydro output within the CAISO
control area is therefore potentially overstated by 224.67 MWh.  Conversely, small hydro units do not have to
submit the EIA form and there were units with an aggregate capacity of 327.85 MW listed by the CAISO, for
which we could not match EIA forms.  If these resources were operating during the summer of 2000, the
Joskow-Kahn calculations would have understated actual hydro generation during the month.
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Table 1
HOURLY ALLOCATION OF JUNE 2000 HYDROELECTRIC OUTPUT

EIA-759 Excluding LADWP,
Imperial and PacifiCorp

Total Monthly Output (MW/h)1 4,181,283

Average Hourly Output (MW/h)2 5,807

Output Allocated to Load Decile (MW/h)3

Decile 1 3,484
Decile 2 3,484
Decile 3 3,484
Decile 4 3,484
Decile 5 3,484
Decile 6 6,651
Decile 7 8,500
Decile 8 8,500
Decile 9 8,500
Decile 10 8,500

1 Sum of CAISO hydro output by unit for month of June 2000 from EIA-759, excluding LADWP,
Imperial Irrigation and PacifiCorp units.

2 Average hourly output equals total monthly output divided by 720 hours.
3 Output allocated to load decile. Each decile is allocated a minimum of 60 percent of the average

hourly output of CAISO hydro units. The highest deciles are allocated additional energy, up to a
maximum of 8,500 MW, such that the average energy allocated to each decile equals average hourly
output. Joskow and Kahn use a maximum of 8,000 MW in January 2001 and 8,500 MW in their July
2001 and February 2002 papers. 8,500 MW is utilized to replicate their most recent paper.

Wind.  Joskow-Kahn March 2001 apparently assumed that wind generation was fully available at
capacity in all hours, while the later papers assumed only a 20 percent capacity factor for wind
generation.27 This 20 percent capacity factor would amount to 375 MW during June 2000. Our
replication makes the same assumption.28

Geothermal.  Joskow and Kahn explained in their July 2001 paper that they had derated
geothermal capacity to reflect energy limits in both the March 2001 and July 2001 studies, but
they did not state what factor was used for this derating.29  We assume that Joskow and Kahn

                                               

27 Joskow-Kahn July 2001, p. 11 and Joskow-Kahn February 2002, p. 14.
28 We also attempted to assess the reasonableness of this assumption by analyzing the EIA reports for the wind

generators.  We have attempted to match all of the EIA reports to wind generation units in the CAISO database.
Based on this matching, the average output reported in the EIA data was 17 to 25 percent of the capacity
reported in the CAISO data, the range arising from uncertainty over whether the units of one large plant have
been correctly matched between the EIA and CAISO data.  It should be noted that the capacity reported in the
CAISO data appears to sometimes be much lower than the capacity reported to the EIA.

29 Joskow-Kahn July 2001, p. 11.  There is no mention of geothermal output assumptions in the January 2002
paper
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used a derating factor consistent with the output of the geothermal units reported to the EIA30

(consistent with their method for calculating energy limits for hydro generation) for June 2000,
which was 73.5 percent. We have also applied this capacity factor to the capacity of the
geothermal units in the CAISO data base for which no EIA data was available.  This procedure
may be conservative because some of the units that did not file EIA data may not have done so
because they did not operate during the month.31  In addition, the CAISO capacity data utilized
by Joskow and Kahn lists some geothermal units for which no capacity value was provided by
the CAISO.32 None of the Joskow-Kahn papers describes what methodology was applied in this
circumstance.  Since we have been able to match these units to units filing EIA reports, we have
added the net output reported to the EIA for these units to the 658.81 MW output estimated for
the units having CAISO capacity data. The result is actual geothermal output reported to the EIA
of 976.19 MW/hour and an assumed output of an additional 269.67 MW/hour for units not
reporting to the EIA based on the estimated derating factor for a total of 1,245.86 MW/hour.

Table 2
GEOTHERMAL OUTPUT AND CAPACITY DATA

EIA
Output
(MW/h)

CAISO
Capacity

(MW)

Estimated
Output
(MW/h)

Matched Units 658.81 895.77 658.81

No CAISO Capacity 317.38 NA 317.38

Not Matched or No EIA
Output Data

NA 366.90 269.67

Total 976.19 1,262.67 1,245.86

Solar.  Joskow and Kahn do not discuss how they modeled the output of solar generation.  The
Henwood data Joskow-Kahn used for capacity in their March paper assumes full solar output
during the day, 60 percent solar output in shoulder hours and none at night. If this temporal
allocation is applied to the solar units for which EIA output data are available, the day-time hour
output averages 106.27 percent of the CAISO capacity during June 2000.  For the purpose of
replicating the Joskow-Kahn simulation, we have applied this same capacity factor to the solar
units for which we have CAISO capacity data but no EIA output data.  This implies a total
daytime output from the solar units of 402.75 MW during June 2000. See Table 3.

                                               

30 EIA Form 900.
31 It should be noted that the CAISO capacity data used by Joskow and Kahn for June 2000 was posted in early

2001, so may not represent actual June 2000 capacity.
32 These are Cosco Finance Partners (Navy I); Cosco Power Developers (Navy II); Herber Geothermal Company;

and Salton Sea Power Generation L.P. (#1, 2, 3, 5).
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Table 3
SOLAR OUTPUT AND CAPACITY DATA

EIA
Output
(MW/h)

CAISO
Capacity

(MW)

Estimated
Output
(MW/

Daylight Hour)

Matched Units 80.77 160.00 170.04

Not Matched or No EIA
Output Data

NA 218.97 232.71

Total 80.77 378.97 402.75

Biomass.  It was possible to match all of the EIA biomass generation reports to biomass units
listed by the CAISO.  June 2000 output averaged 50.3 percent of CAISO capacity for these units.
This 50.3 percent capacity factor was applied to the other 827.94  MW of capacity listed by the
CAISO for which an EIA report could not be located, for total biomass output of 524.55 MW.
See Table 4.

Table 4
BIOMASS OUTPUT AND CAPACITY DATA

EIA
Output
(MW/h)

CAISO
Capacity

(MW)

Estimated
Output
(MW/h)

Matched Units 108.10 215.10 108.10

Not Matched or No EIA
Output Data

NA 827.94 416.45

Total 108.10 1,043.04 524.55

QF.  Finally, Joskow and Kahn do not discuss how they determined the simulated output of
thermal QF generations (mostly cogeneration).  Many of the larger QF generators file EIA 759
reports, so it was possible to match the actual average June output of these units to their CAISO
capacity.  The calculated capacity factor averaged 85.4 percent for the Cogen units that were
matched.  The CAISO capacity list included an additional 2,508.21 MW of capacity that could
not be matched with units on the EIA list.  Many of the unmatched units are sufficiently small to
not file an EIA report, but some may actually be other names for units included in the EIA data
(which would tend to cause an overstated capacity factor).  It was assumed that the unmatched
units had the same average capacity factor as that calculated for the units that it was possible to
match; see Table 5.
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Table 5
THERMAL QF OUTPUT AND CAPACITY

EIA
Output
(MW/h)

CAISO
Capacity

(MW)

Estimated
Output
(MW/h)

Matched Units 3,015.55 3,529.00 3,015.55

Not Matched or No EIA
Output Data

NA 2,508.21 2,142.01

Total 3,015.55 6,037.21 5,157.56

Overall, therefore, the Cogen units are treated as having an average output of 5,157.56 MW in
the simulation. Joskow and Kahn did not mention applying any generation profile to this average
output level so neither have we.  Many of the QF generators were related to hosts that operate 24
hours a day, 7 days a week (such as enhanced oil recovery  projects and refineries) but others
may have shut down off-peak, while others may have delivered more energy off-peak due to
reduced electrical consumption by the host.  We have no basis for assessing whether the
assumption of a flat QF profile is conservative.

3. Dispatchable Generation

The dispatchable generation included in the Joskow Kahn simulation includes imports, non-
utility generation (NUG) thermal units, and utility thermal generation.

Imports.  The first two sets of Joskow-Kahn simulation results measured import supply as equal
to actual scheduled imports plus actual BEEP stack imports, and then adjusted this supply up or
down based on the simulated price and an assumed import supply elasticity of .33.33  The most
recent Joskow-Kahn simulation results refer to “line flows that we aggregate to construct our
measure of net imports.”34 This is inconsistent with the discussion in the July paper and we
assume that the February paper is also based on scheduled imports plus BEEP stack imports.

One peculiarity of the formula apparently employed by Joskow and Kahn is that it relates real-
time imports to day-ahead prices. This formula results in implausible levels of simulated imports
whenever day-ahead and real-time prices are materially different.  For example, the real-time
price for hour ending 11 on June 16 was $41.67, while the unconstrained day-ahead Power
Exchange (PX) price was $360.86, while real-time imports (hour ahead schedules plus BEEP
stack) were 5,180 MW.  At a simulated price of $41.67, the Joskow-Kahn import scaling formula
would reduce imports from 5,810 MW to 2,829 MW.  This would prevent the simulation from
replicating the real-time price (because the simulated imports would be lower than the actual
imports) but the actual real-time load was low, so the day-ahead price would also not be

                                               

33 Joskow-Kahn July 2001, p. 11-12.  Joskow-Kahn March 2000 states that the import data used was CAISO line
flow data, but the July 2001 paper indicates that this was not actually the case (p.11).

34 Joskow-Kahn February 2002, p. 15.
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replicated.  To avoid these kinds of anomalies for the sensitivity tests, we have also applied their
import formula to real-time imports based on real-time prices. Thus,

.33Simulated Price
Simulated Imports      Real-Time Imports.

Real-Time Price
 = •  

With this formula, if the simulated price were the same as the actual real-time price, the
simulated imports would be the same as actual imports. This formula has been used throughout
the sensitivity analysis.  This formula could also yield anomalous values, however, if the real-
time price were zero or negative so we have set simulated imports equal to actual imports in
these circumstances.  In hours in which inter-zonal congestion caused the SP-15 and NP-15 real-
time prices to differ, the average of the SP-15 and NP-15 price was used as the scaling factor.35

As in Joskow and Kahn, no transmission constraints on imports are modeled so it is possible that
if the simulated price exceeds the actual price, the simulated level of imports could be infeasible
in the actual dispatch.  We do not expect that this consideration would be material in June 2000
as imports were below historical levels and transmission constraints on imports were rarely
binding.

Thermal Generators.  All thermal generators are dispatched in the Joskow-Kahn simulation
based on their fuel, emissions, and variable O&M costs.  For most generators, the fuel cost is the
product of the Henwood full load heat rate and an average monthly gas price. As Joskow and
Kahn note, although Mohave is physically located in Nevada it is modeled by the CAISO as if it
were located within the CAISO control area and energy supplied from Mohave to entities not
located within the CAISO is accounted for by the CAISO as exports.36  It is not entirely clear to
us whether Joskow-Kahn treated all of the Mohave unit as being internal to the ISO or only
Southern California Edison's (SCE) share of the unit.37 Our assessment of the various CAISO
information is that all Mohave output is treated as internal to the CAISO control area38 and we
have taken this approach in our simulations (i.e., the entire output of Mohave, not just the SCE
share, has been included in CAISO supply). In the case of Mohave, the fuel cost was presumably
based on coal prices, but Joskow and Kahn do not indicate what coal price was used to dispatch

                                               

35 It would be preferable to simulate imports based on zonal prices, but this has not been possible because we lack
data on real-time consumption by zone.

36 See “Rebuttal Testimony of A. Deane Lyon on Behalf of the California Independent System Operator
Corporation,” FERC Docket No. ER01-313-000, et al., filed September 27, 2001 and “Prepared Supplemental
Direct Testimony of Mark R. Minick on Behalf of Southern California Edison Company,” FERC Docket No.
ER-01-313-000, et al., filed June 25, 2001.

37 Joskow-Kahn February 2002, p. 15, states that “BBW include production from SCE’s share of Mohave in their
measure of in-state must-take generation.  We include Mohave’s generation in imports because its output is
included in the flows that we aggregate to construct our measure of net imports.” This is confusing because as
noted above this methodology for determining imports is inconsistent with the discussion in their July paper and
appears to have been erroneously copied from the March 2001 paper.  Moreover, if they did include Mohave in
instate generation, it is unclear whether they added the full Mohave capacity or only the SCE share.

38 Thus, the output share of the non-SCE Mohave owners would show up as CAISO exports if it were delivered to
meet the load of the non-SCE Mohave owners.
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Mohave in their model. We have treated Mohave in the base case as always in merit with a 7
percent EFOR rating, providing an output of 1,450.76 MW in every hour.

The EIA data used by Joskow and Kahn to determine nuclear, hydro and presumably other
outputs indicates that Mohave actually had a capacity factor of only 80.8 percent during June. It
can be seen from the EPA's Continuous Emissions Monitoring System (CEMS) data for Mohave
that the 80.8 utilization factor was due to an apparent inability of Mohave to operate at the
capacity reported in the CAISO 2001 data file and due to several forced outages and deratings,
including a substantial reduction in output during the period of high prices on June 14.  By using
the actual output of the utility nuclear plants (which operated at capacity during June) and the
theoretical outage adjusted capacity of the utility coal plants (which operated at substantially less
than their theoretical outage adjusted capacity during June) the Joskow-Kahn simulations
overstate utility output in the simulation compared to the real dispatch.

A number of units are identified in the Henwood database and EIA data as oil-fired.39  LA
Harbor June 2000 spot prices were used for #2 and jet prices.  San Francisco area fuel costs were
increased by 1¢/gallon over the LA spot price as a rough approximation of transportation costs,
while San Diego costs were increased by 1/2¢/gallon.  We have not attempted to assess what
additional handling costs and losses are incurred on petroleum fuels.  All petroleum prices were
increased 6 percent for taxes.

The emissions cost used by Joskow and Kahn for units located in the Southern California Air
Quality Management District (SCAQMD) only was the Henwood Energy Services Inc. (HESI)
or SCE emissions rate times the assumed Regional Clean Air Initiatives Market (RECLAIM)
NOx Trading Credit (RTC) allowance cost. We do not have access to the SCE data utilized by
Joskow and Kahn so we have based our replication solely upon the HESI emissions data.40  We
have identified the units subject to SCAQMD emissions rules using the Henwood data.41

Joskow and Kahn also stated that they used Henwood data on variable O&M costs for the
thermal units.  We have also used this approach. The Henwood variable O&M costs in the
Henwood database are tied to 1994 or 1996 costs and need to be escalated using the CPI per the
Henwood escalation factor to reflect year 2000 costs.  Joskow and Kahn do not discuss this, but
we assume that these costs were escalated using the Henwood methodology in their simulations.
We used the CPI-U42 to escalate these costs to 2000 dollars.  Finally, the output of all of the
dispatchable thermal units was derated by Joskow and Kahn based on forced outage rates.43

                                               

39 Joskow and Kahn do not explain what fuel costs they use for oil-fired units.  There were also a number of units
identified as oil-fired in the Henwood data that the EIA data indicate were gas- or dual-fueled.  We assume that
dual-fueled units would have been burning gas in June 2000, although this would likely not be the case during
the winter months.  After reconciling the Henwood and EIA data on fuel type, only the GTs at Oakland (#2),
South Bay (jet), Humboldt Bay (#2), Hunters Point (#2) and Potrero (#2) were treated as oil-fired.

40 The HESI emissions data are consistent with NOx emissions rates found in the EPA CEMS data.
41 Henwood assigns thermal generators to emissions basins using the “Emission Basin ID” variable.  A value of

1899037923 identifies units located in SCAQMD.
42 The CPI-U data are available at the Bureau of Labor Statistics’ website at www.bls.gov.
43 Joskow-Kahn March 2001, p. 12-13; Joskow-Kahn July 2001, p.7; and Joskow-Kahn February 2002, p. 14.
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Joskow and Kahn clearly state that they are using the EFOR outage rate in their February 2002
paper; they refer to Henwood outage rates in earlier papers but it is less clear which outage rate
they utilized in the earlier papers.

Moreover, there is no forced outage rate data in the Henwood database for many of the thermal
units relevant to the Joskow-Kahn analysis.  Joskow and Kahn do not explain what assumption
they employed for such missing data in the earlier papers that referenced Henwood outage data.
The February 2002 paper specifically refers to the EFOR outage rate,44 but does not refer to the
Henwood database but instead to raw NERC average outage rates for different types of units by
size and fuel (that is, the outage rates are not broken down by unit age, steam vs combined cycle
or base load vs cycling use).  It appears likely to us that Joskow and Kahn applied the NERC
averages to the California units based on their size and fuel type, although this is not explicitly
stated.  We have applied this approach in attempting to replicate their analysis.

Finally, there are several units owned by PG&E, agencies or other entities that were in the
process of being mothballed, being brought out of mothballs or for other reasons were not
available at all during the month of June 2000 or were available only for a short period.  In
particular, PG&E’s Hunter’s Point 4 unit tripped on June 7, and was not available for the
remainder of the month.45 Joskow and Kahn stated that the Hunters Point steam units were
excluded from their July simulations, but there is no mention of how they were treated in the
February paper.  Similarly, Thermoecotek’s Highgrove units had been mothballed and did not
operate at all during June 2000,46 and its San Bernardino units were only brought out of
retirement in time to become available on June 20 (Unit 2) and June 21 (Unit 1).47  These units
are included in the simulation here only for the days they were actually available in the real
dispatch.

4. Simulation Results

The base-case replication of the Joskow-Kahn simulation for June 2000 derived an average
monthly price of $85.28 at a $10/pound NOx cost with real-time imports calibrated against day-
ahead prices, which is noticeably higher than the $67.23 figure reported in Joskow-Kahn
February 2002.  The methodology employed in Joskow-Kahn February 2002 apparently
schedules imports to clear the market, regardless of whether resulting simulated price is above

                                               

44 The NERC EFOR rate is defined to include the impact of both forced outages and deratings.
45 EPA CEMS data.  The status of Hunters Point 2 and 3 is not clear.  No CEMS MW output data were reported

for these units and they have a zero capacity in the April 2001 CAISO capacity data utilized by Joskow and
Kahn.  Discussions with EPA clarified that PG&E reported steam load for units identified as Hunters Point 3, 5
and 6, but no MW output.  The output of Hunters Point 4 appears to be reported as Hunters Point 7 in the
CEMS output.  Other information indicates that these units have been mothballed but the timing is unclear. The
output reported on the EIA form 759 for June 2000, however, suggests that Units 2 and 3 may have been
operating for all or part of that month so they have been included in the simulation based on their EIA capacity.

46 EPA CEMS data, EIA form 900.
47 EPA CEMS data.
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the prevailing price cap.48  Because this approach has the potential to lead to extremely high
hourly prices in shortages that might materially impact the simulated monthly average prices,
hindering meaningful comparisons with actual prices, we have calculated the monthly averages
both with and without a $750 cap on the simulated prices.  With the $750 price cap applied to the
simulation results, the average June price in the base case simulation falls to $76.90.  Actual
prices ranged from $111.48 (the average of the lowest INC price on SP-15 in each hour)49 to
$131.55 (the NP-15 real-time price).

As noted, we also reran the base case simulation model calibrating real-time imports against real-
time prices and these results are also portrayed in Table 6.  These simulated prices are about
$6/MWh higher than if real-time imports are calibrated against day-ahead prices.  In examining
the simulation results, it appears that calibrating real-time imports against day-ahead prices tends
to depress simulated prices relative to real-time on the days on which real-time prices greatly
exceeded day-ahead prices, because more imports are assumed to be available at a lower price
than was actually the case on such a tight supply day.  Conversely, on days on which real-time
prices were much lower than day-ahead prices, calibrating real-time imports against day-ahead
prices tends to reduce simulated import supply but this appears to have little impact on simulated
prices because demand is low.

                                               

48 Joskow-Kahn February 2002, p. 15, state “We rely upon imports to clear the market when in-state fossil supply
is exhausted.  Because this will occasionally require more net imports than what was actually observed, our
procedure will raise their price substantially when this is required.  These prices will be higher than the ISO
price caps in place during the summer. We interpret these cases as corresponding to the ISO’s purchase of Out
of Market (OOM) energy.”

49 Comparisons based on the lowest INC price isolate the extent to which the hourly price is due to sustained
conditions as opposed to intra-hour ramping constraints and load peaks that are not included in an hourly
simulation model.
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Table 6
JUNE 2000 PRICES

ISO SP-15 NP-15

PX Prices Actual 116.85 125.73

PX Prices Unconstrained 120.20

ISO-Real-Time-Hourly 121.95 131.55

ISO-Real-Time-Lowest INC1 111.48 117.30

Joskow-Kahn (uncapped)

March 2001 62.60

July 2001 10-Load Slices 53.98

July 2001 100-Load Slices 74.03

February 2002 100-Load Slices 67.23

Replication 720 Load Slices

Uncapped Prices

Imports – PX Price 85.28

Imports – Real-Time Price 91.97

Capped Prices

Imports – PX Price 76.90

Imports – Real-Time Price 82.63
1  Lowest 10-minute interval price in hour.

The noticeable differences between our base case simulation results and those reported by
Joskow-Kahn indicate that we must have applied different methods than they in resolving the
various methodological ambiguities we noted in the preceding sections of this paper.  In our
view, we have resolved these ambiguities in a reasonable and conservative manner and applied
the spirit, if apparently not the letter, of the methodology described by Joskow and Kahn.  We
therefore have not attempted to mine the data to determine what differences in assumptions or
methodology gave rise to the results they reported (which would in any case be extremely
difficult to accomplish without access to their data and model).  The apparent sensitivity of the
simulated prices to seemingly innocuous differences in assumptions underlines the need for
sensitivity analyses and replication. The several Joskow-Kahn implementations of the single-
price simulation methodology produce a range of average prices from $54 to $74, suggesting the
difficulties even when the methodology is well known.  Here our attempt at independent
replication adds almost 50 percent to the range of estimates.  It is reasonable to infer that these
results give a rough estimate of the error inherent even within the simplified framework of the
single-price simulation methodology.  The additional variance that follow from the simplifying
assumptions of the methodology would be harder to estimate, but a range of sensitivity tests
could indicate how matters like different reserve requirements or generation ramping could affect
the outcome.
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Before turning to the sensitivity analysis, however, it is useful to use these simulation results to
illustrate the impact of some of the concerns we have previously noted with regard to the
Joskow-Kahn simulation methodology.

We have previously observed that the Joskow-Kahn, BB&W and MSC simulations all fail to
take account of start-up and minimum load costs in developing a hypothetical “competitive
supply” curve and thus overstate the output that would be available at a given price in a
competitive market.50  In addition, we have shown that if units were dispatched on a non-
chronological basis against actual prices based on their full load incremental heat rates per
Klein,51 that a number of high cost units would be dispatched to operate in a chronological
pattern that would not have been economic in the real situation.52  This is again the case in the
base case simulation.

Of the 13 high cost LA Basin units we discussed in previous papers, seven were dispatched in
the base case simulation for one or more hours on days during the period June 1-12, with a total
output of 40,863 MW over these days or 3,405 MW/day.53  This output pattern would be
profitable if evaluated without regard to start-up costs or the need of the unit to remain on line
but is not necessarily profitable if real-world costs and operating constraints are taken into
account. Table 8 reports the profitability of operating these units to meet load on these days, if
they had to remain on line over the remainder of the day at minimum load, evaluated at
simulated energy prices, with no capacity derating.  It can be seen in Table 8 that only El
Segundo 3 on June 9 would have been profitable to operate in this manner at the simulated

                                               

50 Harvey-Hogan October 2000, pp. 38-39, Harvey-Hogan April 2001, pp. 25-33, and Harvey-Hogan December
2001, pp. 33-35.

51 Joel B. Klein, “The Use of Heat Rates in Production Cost Modeling and Market Modeling,” April 17, 1998.
52 Harvey-Hogan April 2001, pp. 25-33; and Harvey-Hogan December 2001, pp. 3-33.
53 Fewer units are dispatched on this basis than were dispatched against real-world prices in our December 2001

paper for two reasons.  First, the Henwood full load heat rates used in the simulation are materially higher than
the Klein heat rates on which our December paper was based. Second, the simulated prices are less variable
day-to-day and hour-to-hour than actual prices.
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prices, so 3,123 MW were dispatched uneconomically.  Of course at the real prices, the operation
of some of these units would have been profitable, but that does not contradict the argument that
the simulated prices underestimate competitive prices during some of the high-priced hours.
Conversely, units are also dispatched off in the simulation during individual low-priced hours in
a manner that would not be feasible in actual operation as the plants would need to be kept on at
minimum load, increasing supply at a given hourly price.  The two effects need not cancel out.
A simulation that accounts for start-up and minimum load costs and other operating
inflexibilities would address this understatement, but this would be a more complicated
analytical effort that would require a much more elaborate scheduling and dispatch
methodology.54

Similarly, ten of these units were dispatched in the base case simulation during one or more days
over the period June 16-June 20, accounting for a total output of 24,945 MW over this period, or
4,989 MWh/day.  It can be seen in Table 8 that only the output of El Segundo 3 on June 20
would have been profitable at the simulated prices, so the uneconomic dispatch was 4,311
MWh/day.55

Finally, all 13 units were dispatched over the period June 22-June 25 for a total of 16,629 MW,
or 4,157 MW/day, almost all of which was dispatched on June 22, and only El Segundo 3 would
have been profitable on any of these days if the unit were required to remain on line at minimum
load during the other hours.  The uneconomic dispatch therefore was 3,464  MWh/day, and was
concentrated on June 22.56

It is also informative to compare the pattern of daily average prices between the real-world and
the base-case simulation as portrayed in Figure 9. It can be seen that the simulated price
generally moves with the real-time price but has materially lower peaks over the days June 13-
15, June 21, and June 26-29.

                                               

54 These calculations do not take account of possible ancillary service revenues, which are not included in the
simulation.  If it is assumed that capacity not dispatched to provide energy would be available to provide
reserves up to the ramp limit, and would be priced at the average of the day-ahead spinning and non-spinning
reserve prices, then Alamitos 4 and El Segundo 3 would have been profitable to operate on June 12 (Table 25,
at end of document).  The uneconomic output over June 1-12 in the simulation would then have been 34,420
MWh or 2,868 MWh/day.

55 As above, these calculations do not take account of possible ancillary service revenues, which are not included
in the simulation.  If it is assumed that capacity not dispatched to provide energy would be available to provide
reserves up to the ramp limit, and would be priced at the average of the day-ahead spinning and non-spinning
reserve prices, then the units dispatched to operate on June 16 in the simulation could have done so profitably
(see Table 25).  The uneconomic output over June 17-20 in the simulation would then have been 13,176 MWh
or 3,294 MWh/day.

56 Once again, these calculations do not take account of possible ancillary service revenues, which are not
included in the simulation.  If it is assumed that capacity not dispatched to provide energy would be available to
provide reserves up to the ramp limit, and would be priced at the average of the day-ahead spinning and non-
spinning reserve prices, then many of the units dispatched to operate on June 22 in the simulation could have
done so profitably, and it might have been economic for some of the remaining plants to remain on line to earn
ancillary service revenues on June 23 (i.e., Alamitos 3 and 4). The remaining uneconomic output on Etiwanda 2
and 3 on June 22 would have been 1,997 MWh (see Table 25).
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Figure B-23
Comparison of Daily Average Prices
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Figure 9
Comparison of Daily Average Prices

D. Sensitivity Analysis

Without going to a full dynamic multi-price simulation methodology to account for the many
relevant features of an electricity system, we can use sensitivity tests of the static single-price
simulation methodology to gain some insight about the likely magnitude of the effects of the
simulation simplifications.  The tests address the simplifying assumptions and some of their
interactions in determining the market-clearing price.

There are several potentially important assumptions embodied in the replicated simulation
results.  While we lack the data required to assess the impact of some of these assumptions, an
important purpose of this paper is to assess the practical significance of those simplifying
assumptions that we are able to vary.  A complicating factor in providing this sensitivity analysis
is that it is anticipated that the effects of variations in assumptions will not necessarily be linear,
hence we cannot simply compute a few cases and sum the effects to assess their cumulative
impact. We have attempted to balance computational complexity with informational needs by
calculating prices for all of the permutations and combinations of certain assumptions (hydro
capacity, reserve requirements, environmental limits (e.g., delta dispatch), NUG outages and
regulated unit output, and undertaken a much more limited set of price calculations for some of
the other sensitivity assumptions.  As noted above, all of the sensitivity analyses are based on an
import supply curve calibrated against real-time prices.
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Reserves

The first of the sensitivity analyses we have undertaken concerns the level and method of
accounting for reserves in the Joskow-Kahn simulations.  Although the original Joskow-Kahn
simulations assumed an overall CAISO ancillary services requirement of 10 percent of load for
reserves and upward regulation and dispatched generation based on its offer prices to meet load
plus 10 percent,57 the later simulations have assumed an overall CAISO ancillary services
requirement of only 3 percent (for upward regulation) and dispatched generation to meet load
plus 3 percent.58  As we have pointed out in previous papers,59 a 3 percent ancillary services
requirement is too low and not consistent with the real-world operation of the transmission
system, as the CAISO would almost certainly shed load before it would let its operating reserves
go to zero.  On the other hand, dispatching generation to meet load plus 10 percent based on
energy offer prices is likely to overstate energy prices during non-shortage conditions as it in
effect requires the CAISO to buy energy to meet its reserve requirements.60

Thus, while the assumption of a 3 percent ancillary services requirement is inappropriate, it is
not possible to precisely replicate the impact of the CAISO’s actual ancillary services
requirements in idealized generation stacking models of the kind utilized by Joskow and Kahn,
(or BB&W, Mansur or Borenstein and Saravia).  Furthermore, reserve data at the detail needed
for the simulation model are not available from the ISO.  We have therefore examined the impact
on the simulated price of several alternative rough representations of CAISO ancillary services
requirements, none of which provides a fully accurate portrayal of actual ancillary service
requirements but which are intended to roughly bound the appropriate price impacts.  These
alternatives are:

•  R2:  Energy is dispatched to meet CAISO real-time load increased by 10 percent to
reflect ancillary service requirements.

•  R3:  Energy is dispatched to meet CAISO real-time load increased by 3 percent to
reflect impact of ramping constraints on the cost of energy dispatched to meet load,61

plus available capacity requirement of load plus 10 percent.

                                               

57 Joskow-Kahn March 2001, p. 11.  The 10 percent margin has also been assumed in some other analyses, such as
Hildebrandt.

58 Joskow-Kahn July 2001, pp. 7-8, and Joskow-Kahn February 2002, p. 13.
59 Harvey-Hogan October 2000, pp.20-25, and Harvey Hogan December 2001, pp. 36-40
60 We made similar observations in Harvey-Hogan April 2001, pp. 15-17.
61 This 3 percent adjustment is consistent with the Joskow-Kahn methodology and provides a very rough

adjustment for the extent to which ramping requirements on regulating units or on operating reserves in non-
shortage situations require that energy demand be met with energy from units that are out of merit.  That is,
energy demand is met from internal units with offer prices that are higher than the offer prices of other units that
are providing reserves and are not dispatched to meet energy.  This adjustment does not account for the extent
to which short-term variations in load must be met with higher offer-price quick-ramping units due to an
inability of units with lower offer prices to ramp sufficiently quickly to meet the change in load.
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•  R4:  Energy is dispatched to meet CAISO real-time load increased by 3 percent to
reflect impact of ramping constraints on the cost of energy dispatched to meet load,
plus available capacity requirement (including spinning and non-spinning reserve
imports) of load plus 10 percent.

•  R5:  Energy is dispatched to meet CAISO real-time load increased by 3 percent to
reflect impact of ramping constraints on the cost of energy dispatched to meet load,
plus an available capacity requirement (including spinning and non-spinning reserve
imports plus 500 MW of assumed unloaded hydro capacity) of load plus 10 percent.

The R2 reserve case differs from the base reserve case in that supply is dispatched to meet 110
percent of load, rather than 103 percent.  This is consistent with the assumptions used to proxy
for CAISO ancillary services requirements in a variety of contexts, including the original
Joskow-Kahn simulation, and probably roughly corresponds to the CAISO’s actual demand for
capacity.  Significantly, this measure of demand correctly attributes high prices to true shortage
under shortage conditions.  On the other hand, as noted above this measure is likely to overstate
energy prices during non-shortage conditions as it in effect requires the CAISO to buy energy to
meet its reserve requirements. The impact of changing the ancillary service assumption to that
utilized in the original Joskow-Kahn simulation, while holding the remainder of the methodology
constant, is to raise the simulated price without a $750 price cap to $165.69 (well above the
actual price). If a $750 price cap is applied to the hourly prices, the simulated price is $115.74
(slightly lower than the actual average hourly price but higher than the average lowest INC
price).

The R3 reserve case attempts to correct for the potential of case R2 to overstate market prices in
non-shortage situations by dispatching energy to meet 103 percent of load as in the base case.
The 3 percent margin is taken to roughly reflect the impact of ramping constraints on the cost of
the generation required to meet load.  In addition the level of total capacity available at this price
is calculated, and if the capacity is less than 110 percent of load, the price of energy is raised
until sufficient imports are drawn into the market to provide capacity equal to 110 percent of
load.  In this calculation, capacity is defined as total must take energy plus all available
dispatchable capacity, plus import supply at the market clearing price.

This measure identifies hours of capacity shortage without overstating the energy cost of meeting
load.  We do not have an empirical basis for verifying whether the 3 percent assumption
accurately reflects the impact of real-world ramping constraints.  In addition, the measure of
available capacity is very approximate and may understate the available capacity.  Replacing the
10 percent ancillary service requirement with a 3 percent margin in the dispatch, but acquiring
imports to maintain an adequate reserve margin results in a simulated uncapped price of
$161.41/MWh.  If a $750/MWh price cap is applied to the hourly prices, the average simulated
price is $111.46/MWh, again relatively close to actual market prices.

The R4 reserve case attempts to better represent available capacity by including in the measure
of available capacity (but not in the energy dispatch) the hour ahead schedules for spinning and
non-spinning reserve imports. The R4 case further increases the available capacity and the
simulated uncapped price falls to $150.25.  If a $750/MWh price cap is applied to the hourly
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prices, the average simulated price is $106.22, with the average capped price slightly less than
real-world price levels.

The R4 reserve case might still understate available capacity to the extent that generation treated
as non-dispatchable in the Joskow-Kahn simulation methodology but which is actually
dispatchable in the real-world, was providing reserves or regulation.  In particular, we have in
mind the potential for hydro-generating capacity to have been available in excess of the energy
generated from the hydro units.  We have no empirical basis for determining this number, but
have included in the available capacity in Case R5 a further allowance for 500 MW of unloaded
capacity on hydro units (in addition to imported reserves) to provide a sense of the impact of
such capacity. The simulated uncapped price falls to $138.77 in the R5 case, while the simulated
price with a $750 hourly price cap is $100.94.  The capped price is noticeably less than actual
prices, but much closer to actual prices than to the prices simulated by Joskow and Kahn.

Hydro Energy

The second sensitivity case we considered is the level of hydro energy available on peak.
Joskow-Kahn assumed in their later papers that 8,500 MW of hydro was available in the high-
load hours and assumed that 8,000 MW were available in their original paper.  We do not know
the actual level of hydro energy that was available during the on-peak hours in June 2000, but
have included sensitivity cases for a variety of possible levels to permit assessment of the impact
of this assumption.  The cases evaluated were:

•  H1:  8,500 MW maximum

•  H2:  8,000 MW maximum

•  H3:  7,500 MW maximum

•  H4 7,000 MW maximum

•  H5:  7,000 MW at $0, 7001-7500 MW at $500

•  H6:  9,000 MW maximum

Tables 10 and 11 summarize the impact of varying the assumptions regarding the amount of
hydro energy available on-peak for the base reserve case and cases R2 and R5.  The average
uncapped prices reported in Table 10 are generally far above actual price levels.
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Table 10

HYDRO AND RESERVE CASES
UNCAPPED PRICES

R1 R2 R5

H6 82.36 154.63 127.06

H1 91.97 165.69 138.77

H2 103.50 178.35 150.29

H3 115.27 193.01 162.22

H4 125.93 206.99 178.04

H5 118.71 197.16 162.32

The average simulated prices calculated with a $750 hourly price cap tend to approximate actual
prices.  In these simulations a 500 MW difference in the amount of hydro energy available in the
peak hours tends to reduce prices by about $5/MWh.

Table 11

HYDRO AND RESERVE CASES
CAPPED PRICES

R1 R2 R5

H6 (9,000 MW) 77.74 111.04 96.17

H1 (8,500 MW) 82.63 115.74 100.94

H2 (8,000 MW) 86.95 120.87 106.26

H3 (7,500 MW) 91.54 126.03 111.15

H4 (7,000 MW) 96.81 131.63 117.41

H5 (7,000 MW + 500 MW) 94.99 130.18 111.25

These simulation results for the alternative hydro cases can be used to illustrate some of the
impacts of the assumptions used in the Joskow-Kahn study to determine the availability of hydro
power.  The allocation of a disproportionate amount of hydro power to the highest load hours
during the month, not only allocates hydro power across hours within the day, but also across
days.  Thus, it can be seen in Figure 12, that the total amount of hydro power available by day
varies a great deal from day to day in the base case, with very low levels of hydro power
available on some days.  As the amount of hydro power assumed to be available in the peak
hours is reduced, more hydro power is available on some of the off-peak, particularly weekend,
days.  It is not clear whether the hydro resources actually had the ability to shift this much energy
not only from hour to hour but day to day.  It will be seen in the discussion of the sensitivity
cases that the very small amount of hydro capacity available on some days under the base case
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hydro assumptions, in conjunction with the assumed very low supply elasticity of imports,
results in weekend price spikes in some of the sensitivity cases that did not occur in the actual
world.

Figure B-24
Daily Modeled Hydro Energy
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Figure 12
Daily Modeled Hydro Energy

Environmental

The third sensitivity factor was for environmental restrictions.  These are very difficult to
account for because many of these restrictions are not public and we are not sufficiently familiar
with their impact to account for their effects.  Moreover, those restrictions with which we are
familiar (Mirant’s Delta Dispatch restriction) had variable impacts that are difficult to model.
The delta dispatch restrictions applied to eight of the Mirant generating units in the Bay Area
during the period roughly from late May to Mid-July.  These restrictions were intended to
prevent the discharge of waste water from overheating the river and interfering with fish
spawning during this period.  During this period, the eight units were not permitted to operate at
a level that would result in outlet water temperatures in excess of 86 degrees, except at the
specific direction of the CAISO either to maintain local reliability or in emergency conditions.
These restrictions resulted in large amounts of capacity being unavailable for dispatch, except
during emergency conditions.

The base case E1 is the Joskow-Kahn simulation which does not take account of any
environmental restrictions.  Case E2 proxies roughly for the impact of the Delta Dispatch
restrictions on the Mirant Contra Costa and Pittsburgh units by reducing the capacity of the units
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subject to Delta Dispatch (Contra Costa 6-7, Pittsburgh 1-6) by 50 percent.  This capacity figure
is likely too high on most days but may be too low at times. Given the variability of river
conditions and tides, it is not apparent that there is any simple rule that would capture the reality
of these limits. Case E2 potentially understates capacity on high load days because it does not
account for the possibility that the Mirant capacity could sometimes be dispatched in non-
emergency (i.e., non-shortage conditions) as a result of intra-zonal congestion (i.e., reliability
must-run (RMR) dispatch).

Case E3 attempts to account for the impact of both Delta Dispatch restrictions and RMR dispatch
on the Mirant units by setting the output of the Mirant units equal to their actual CEMS output in
that hour.62  The Mirant units are therefore effectively treated as price takers whose output was
controlled by the CAISO’s RMR desk, which may be an accurate characterization.

Table 13 summarizes the impact of varying the assumptions regarding the impact of
environmental restrictions across several reserve cases.  To keep the discussion manageable, we
have reported results only for the base case hydro assumption and capped prices.63  It can be seen
that the environmental assumptions have a material impact on the simulated capped prices,
raising them by an average of $9 to $14/MWh even though we are only taking account of the
restrictions imposed on a single company (Mirant).  This sensitivity case suggests the importance
of accounting for environmental restrictions in price simulations.

Table 13

ENVIRONMENTAL AND RESERVE CASES
CAPPED PRICES

R1 R2 R5

   E1 82.63 115.74 100.94

   E2 90.48 129.33 111.00

   E3 85.92 129.42 109.14

All simulations reported use base case hydro assumptions.

Regulated Unit Output

Given that the purpose of the simulation model is to separate the effects of the exercise of market
power by generators, the role of generation owned by regulated utilities deserves special
attention.  As regulated entities and net buyers of electricity, the utilities would have an interest
in lower, not higher prices.  If anything, these generators would have an incentive to exercise
their market power by producing too much, not too little output.  It follows, therefore, that the
actual output of the utilities is an upper bound on their likely production at the observed prices in
                                               

62 The raw hourly CEMS output is scaled down to reflect plant energy use using the June 2000 ratio of total net
output reported to the EIA and total gross output reported in the CEMS data.

63 The average simulated uncapped prices for Case E3 and R2 or R5 consistently exceeded $200/MWh.
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a competitive market.  Any simulated output in excess of the actual production for these
suppliers would be evidence questioning the simulation model rather than evidence of an
exercise of market power by the regulated suppliers.

Since the Joskow-Kahn simulation uses the theoretical capacity and estimated costs of utility
generation to determine their output, actual prices could exceed the simulated prices because of
the outages and bids of the utility generation rather than due to the exercise of market power by
the non-utility generators.  We attempt to assess the extent to which the Joskow-Kahn simulation
model may overstate the supply available from utility generation by capping the output of the
utility steam generation in the model based on the hourly CEMS data.  The output of gas turbines
(GT) is not capped but their capacity is derated as in the base case per NERC EFOR ratings.
This is case RUO2/N1.64 The simulated prices are reported in Table 14 for several alternative
sets of reserve and environmental assumptions.  It can be seen that the difference between the
predicted and actual output of the regulated units accounts for a $3-$7 increase in simulated
prices across these cases.

Table 14

REGULATED UNIT NUG OUTPUT CASES
CAPPED PRICES

R1 R2 R5

Case E1 E3 E1 E3 E1 E3

Base 82.63 85.92 115.74 129.42 100.94 109.14

RUO2/N1 85.90 89.89 122.31 137.07 105.16 115.32

RUO2/N2 93.08 99.68 142.21 157.58 120.40 129.43

RUO2/N3 98.09 107.53 148.71 167.12 125.08 135.24

All simulations reported use base case hydro assumptions.

NUG Outages

A further category of sensitivity analysis concerns the availability of non-utility generation.
Joskow-Kahn model the impact of outages by proportionately derating all units. The
methodology employed in the Joskow-Kahn simulation model tends to understate prices by
overstating the available capacity.  There are four reasons for this.  First, in the actual operating
world outages are often lumpy, so the impact of outages on the available capacity is less smooth
than in the Joskow-Kahn simulation.  The assumption that outages are proportionate therefore
tends to increase the available capacity in shortage hours, and indeed less capacity would be
needed and prices lower for any given level of capacity in such a world.

                                               

64 Since no CEMS data are available for Hunters Point Units 2 and 3, their output is not capped, but their capacity
is derated as in the base case.
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Second, this methodology cannot distinguish between the possibility that actual prices are higher
than simulated prices because actual outages and deratings exceeded those that would be
predicted by the NERC data and the possibility that suppliers raised prices by exercising market
power.  Third, their model does not take account of start-up and minimum load costs, so it is
possible to meet incremental load during individual simulation hours with the output of steam
units that would not be economic to start-up or keep on line over night in the actual world.  We
showed above that many units were dispatched to meet load in the base case that could not
profitably operate if start-up and minimum-load costs are accounted for.

Fourth, their simulation model (and most production costing models) also assumes perfect
foresight in a non-chronological model, i.e., their simulation assumes that steam units can be
instantly started to meet load, and that demand is never misforecasted.  Thus steam units are
never off-line during high load conditions nor on-line during low load conditions.  This is case
N1.

In practice, however, there was a substantial element of unpredictability to real-time prices
during June 2000.  The difference between day-ahead PX prices in NP-15 and the real-time
imbalance price had a mean absolute value of $148, and a standard error of $236, while the
figures were an absolute value of $136 in SP-15 and a standard error of $221.  Modeling a world
that had this degree of uncertainty as one in which suppliers had perfect foresight in scheduling
their units on- and off-line is a non-trivial assumption.  Moreover, this variation between day-
ahead and real-time prices was not simply hour-to-hour variations that cancelled out over the
day.  The difference between the average on-peak (16-hour block) weekday NP-15 day-ahead
PX and real-time ISO price differed by $20/MWh on 19 of the 22 week days during June 2000.
The similar statistic for SP-15 was 18 out of 22 weekdays.

On balance, these assumptions in the Joskow-Kahn simulation tend to depress the level of
simulated prices relative to actual prices absent the exercise of market power.  We have analyzed
two alternative cases to provide an assessment of the potential impact on the simulated price of
these simplifications.  One alternative approach is to use the actual on-line off-line status of non-
utility steam units, per the CEMS database, to determine their availability.  Thus, only units that
were on-line in each hour in the actual world can be dispatched to meet load in this case.  This is
case N2.  This case, therefore, controls for the operating status of these generators, and prices
will be higher in the simulation to the extent that steam units were off-line in the real-world due
to outages, start-up costs, or misforecasted demand.  This case cannot distinguish between
generators that were off-line because of outages, higher than anticipated load, problems coming
on line, or as a result of physical withholding.  If steam units were in reality off-line as a result of
physical withholding, this sensitivity case overstates the competitive price level.  Conversely,
however, if these units were off-line in reality  because of outages or unpredictable demand, then
the Joskow-Kahn simulation methodology understates the competitive price level.  GTs are
assumed to be available in this simulation in every hour regardless of their on/off status in the
real world.

Case N2 accounts for forced unit outages but makes no allowance for unit deratings.  It therefore
still has the potential to overstate the capacity actually available to the CAISO.  Case N3
attempts to account for this possibility by excluding off-line units and derating on-line units to
reflect NERC derating data.  Thus, steam units are on line if they were on line in real-time and
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are derated based on (EFOR-FOR)/(1-FOR) while, as in Cases N1 and N2, GTs are assumed to
be available regardless of their on/off status per the EFOR rating.

Table 14 also reports the results of the N2 and N3 cases, both in conjunction with the RUO2 case
for regulated unit output.  It can be seen that taking account of the actual on off status of the
NUG units has a material impact on simulated prices under either of the environmental
assumptions and all of the cases which take account of actual CAISO reserve requirements.  The
simulated prices in these cases are generally consistent with actual prices, but noticeably higher
than the actual price level in the 10 percent ancillary service requirement case (R2). It appears to
us that this sensitivity case has a rather material impact on the simulated price level, suggesting
that it is important that simulations take account of these considerations.  As we noted above, the
high prices simulated could reflect the impact of the exercise of market power through physical
withholding, but it needs to be shown that such physical withholding actually occurred in order
to infer that market power was exercised.  Were the units that were off-line outaged?  Were the
outages legitimate?  Were the units off-line because forward prices were in fact inadequate to
support operation?  Were the units off-line because the demand forecast was wrong and they
could not come on-line in time?  One cannot conclude that market power was or was not
exercised through physical withholding without answering these questions.

None of these cases fully capture the reality of uncertain outages.  The approach of propor-
tionately derating all units for their expected outages tends to understate prices as we have
pointed out in prior papers.  In addition, if real-world outages differ from expected outages (as
they might have in 2000 due to hard use), then the simulation would misstate prices.  Moreover,
the outage data varies in the NERC data only with capacity, making no allowance for age, level
of use, cycling versus base-load status, etc.

One interesting feature of these cases is that the 8,500 MW and 9,000 MW on peak hydro cases
tend to result in extremely high uncapped prices, as shown in Table 15, that are little different or
even higher than the prices simulated assuming lower on-peak hydro.  The reason for this is that
the assumption that so much water is used to generate energy in the high load hours, reduces the
amount of energy available in the mid load level hours.  This effect combined with the low actual
real-time import levels in these hours65 and the actual off status of the NUG units produces
extreme shortages in some of the mid-load off-peak hours, leading to extreme price spikes.  The
impact of these shortages on the capped prices is less pronounced, but it can be seen that even
the average capped price sometimes increases with the availability of more hydro-energy on
peak. These outcomes might be an artifact of the Joskow-Kahn hydro assumptions, either
because the quantity assumed to be available on peak is in excess of actual availability, or the
assumption that hydro energy is a price taker and simply allocated to certain hours.

                                               

65 In hours with a low level of actual real-time imports, a large price increase is required to meet load.
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Table 15

RUO2/N3/E3

R1 R2 R5

Uncapped Prices

H1 (8,500 MW) 135.76 278.16 206.72

H6 (9,000 MW) 126.78 282.42 210.81

H2 (8,000 MW) 140.72 279.79 220.43

H3 (7,500 MW) 147.22 280.52 216.11

$750 Price Cap

H1 (8,500 MW) 107.53 167.12 135.24

H6 (9,000 MW) 104.40 171.62 139.19

H2 (8,000 MW) 108.92 166.78 139.53

H3 (7,500 MW) 112.74 167.10 137.11

One of the simplifications of the Joskow-Kahn model is that it does not take account of intra- or
inter-zonal congestion.  While there was generally not a great deal of inter-zonal congestion
during June 2000, it was not entirely absent and could affect comparisons between actual and
simulated prices.  As a further sensitivity test, we have reported in Table 16 the average
simulated prices for the hours in which there was no inter-zonal congestion in the actual world.
Comparisons between actual and simulated prices for these hours would control for the direct
effects of the failure to model congestion in the simulation, although there would still be
potential indirect dynamic effects between congested and uncongested hours.  Actual real-time
prices were slightly lower in these hours than in all hours, averaging $109.50 with an average
lowest INC price of $94.11, which is again in the range of the prices simulated in the R2 and R5
reserve cases.

Table 16

REGULATED UNIT NUG OUTPUT CASES
CAPPED PRICES:  AVERAGE DURING REAL-WORLD UNCONGESTED HOURS

R1 R2 R5

Case E1 E3 E1 E3 E1 E3

Base 74.15 76.96 101.83 114.67 89.69 97.11

RUO2/N1 76.69 80.10 107.01 121.21 92.55 101.86

RUO2/N2 83.07 89.33 125.70 140.50 106.15 114.81

RUO2/N3 87.44 96.54 131.47 149.33 110.19 119.93

All simulations reported use base case hydro assumptions.
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Throughout these sensitivity cases, we have maintained Joskow-Kahn’s assumed .33 elasticity
for imports.  We have observed in prior papers that this elasticity is an important assumption that
lacks empirical support.66  It therefore seems useful to provide some assessment of the impact of
alternative assumptions regarding import elasticities.  We have therefore repeated the price
simulation with an assumed import elasticity of .75.  We slightly reduced the magnitude of the
simulation effort by restricting this simulation to cases: R1, R2, R5, H1-H6, E1, E3, RUO1,
RUO2, N1 and N3.

It can be seen by comparing Table 14 and Table 17 that the impact of assuming a higher import
elasticity is generally to raise the average simulated price, but for some of the more high priced
cases, the higher assumed import elasticity lowers the average simulated price.  These mixed
price impacts reflect the two countervailing effects of changes in import elasticities.  On the one
hand, a higher import elasticity means that an increase in internal California supply in the
simulation relative to the real-world produces less of a decline in the market clearing price, while
conversely reduced internal California supply relative to the actual world requires smaller price
increases in order to attract sufficient imports to close the gap.

Table 17

.75 IMPORT ELASTICITY
CAPPED PRICES

R1 R2 R5

Case E1 E3 E1 E3 E1 E3

H1

RUO1/N1 91.78 95.28 116.61 127.34 105.74 111.52

RUO2/N3 105.04 111.40 137.53 150.41 123.09 128.63

H2

RUO1/N1 95.57 99.23 120.59 129.03 109.54 114.14

RUO2/N3 106.64 112.93 140.53 148.39 123.87 131.39

H3

RUO1/N1 99.38 103.28 123.79 129.49 113.06 117.81

RUO2/N3 110.35 114.61 136.86 146.67 123.27 128.55

As a further sensitivity test, the price simulation was repeated with an assumed import elasticity
of 1.5.  The change in assumed elasticity again had a mixed effect, tending to raise the average
price if it was less than $120 and lower it if the average price exceeded $120 (see Table 18). This
result reflects the fact that the more elastic the import supply curve, the less impact variations in

                                               

66 While the elasticity estimate assumed by Joskow and Kahn is loosely tied to results reported in BB&W,
(Joskow-Kahn March 2001, p. 12, Joskow-Kahn February 2002, p. 15) the BB&W methodology for estimating
import supply curves is itself (see Harvey-Hogan October 2000, pp. 35-36) poorly described and of uncertain
validity.
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other supplies or assumed loads have on the market clearing price.  Nevertheless, it is
noteworthy that the base case simulated price ranges from $82.63 at an elasticity of .33, to
$91.78 at an elasticity of .75, to $99.22 at an elasticity of 1.5, so it is important in simulating
prices to either base the analysis upon reliable estimates of this parameter or to allow for a range
of values in sensitivity cases.

Table 18

1.5 IMPORT ELASTICITY
CAPPED PRICES

R1 R2 R5

Case E1 E3 E1 E3 E1 E3

H1

RUO1/N1 99.22 102.79 118.00 126.26 109.92 114.51

RUO2/N3 110.25 115.16 131.92 142.19 121.85 125.81

H2

RUO1/N1 102.30 105.90 120.88 127.29 112.41 115.97

RUO2/N3 110.10 116.07 133.67 139.13 122.56 127.52

H3

RUO1/N1 105.31 108.96 122.95 127.12 114.65 118.33

RUO2/N3 113.62 116.70 131.09 138.11 121.81 125.35

These are only two sensitivity cases, and it might be more realistic to assume higher price
elasticities of import supply at low market prices than at high market prices.

The N2 and N3 cases overstate the competitive level of prices to the extent that the simulation
does not include the minimum load block outputs of units that are on-line but out of merit.
Taking account of minimum load blocks in this manner would be desirable but would require a
more complex simulation tool than Joskow and Kahn or we have utilized.  As a rough test of the
impact of these considerations, the average real-time, and simulated prices have been calculated
separately for the peak and on-peak hours.  The overstating of market prices in the simulation
due to omitting the minimum load block of units on line as a result of start-up and minimum load
costs or operating inflexibilities should be concentrated in the off-peak hours.  These results are
portrayed in Table 19.
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Table 19
PEAK OFF-PEAK SENSITIVITY

CAPPED PRICES

SP-15 NP-15 Base Case
 RU02/N3/
E3/R5/H1

Average 121.95 131.55 82.63 135.24

On-Peak Average 191.59 201.40 117.02 213.42

Off-Peak Average 55.33 64.73 49.73 60.45

It is seen that the simulated on-peak prices for the RUO2/N3/E3/R5/H1 case are also consistent
with actual on-peak prices, as are the off-peak prices.  The lack of impact of RMR and minimum
load schedules in the off-peak hours may be attributable to the fact that load is generally in the
relatively flat portion of the supply curve in these hours so that forcing a little additional supply
into the supply curve had little impact on the actual market-clearing price.

Figure 20 portrays the average daily actual real-time price, the base case simulated price and the
simulated price using the R5 reserve assumptions, E3 environmental assumptions, RUO2
regulated unit output assumptions, N3 NUG outage assumptions and the H2 and H3 hydro
assumptions.  It is seen that the simulated prices under the latter assumptions, generally closely
parallel actual real-time prices.
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Figure 20
Comparison of Daily Average Prices (w/ $750 Price Cap, $10 NOx)
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It is noteworthy, however, that the simulated prices are noticeably higher than actual real-time
prices during the period June 8-10.  In examining the reasons for the high simulated prices on
these days, it turns out that these days are middle of the load stack days (i.e., the hours are in the
4th and 5th load deciles), and as the assumed level of on-peak hydro energy is increased, the
amount of hydro available during many of the hours on these days falls; recall Figure 12 above.
As a result, the simulated prices are higher than actual prices for the H1, H2, H3 and H6 hydro
cases (9,000-8,000 MW available on peak) but closely parallel actual prices for the H5 hydro
case and closely parallel prices on the 8th and 9th but not the 10th in the H4 hydro case.  Real
hydro resource management is more complex than the allocation assumed in the Joskow-Kahn
model.

It is also informative to analyze the pattern of shortages in the simulation.  The simulation based
on the R5 reserve case, H2 hydro, E3 environmental, regulated unit output RUO2 and NUG
outage case N3 identifies 68 hours of reserve shortage at a price of $750.  The simulated shortage
exceeded 1,000 MW in 48 of these hours, and exceeded 500 MW in 57 of these hours,
suggesting that a lot of additional capacity would have been purchased at the price cap price had
it been offered.  At least in retrospect, it would not have been profitable to withhold marginal
capacity in such a world as it all could have been sold at the price cap price.

This 68 hours of simulated reserves shortage exceeds the actual 35 hours of stage 1 emergency
during June 2000, but the calculation of shortage hours in our simulation does not include
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additional out of market energy that the CAISO may have purchased at prices above $750,
reducing the number of shortage hours.

The same cases estimated with an assumed import elasticity of .75 led to 51 hours of shortage,
including 40 hours with a shortage of 1,000 MW or more and 48 hours with a shortage of 500
MW or more.  Changes in assumptions regarding the level of on-peak hydro power also affect
the number of simulated shortage hours.

A complete set of simulation results for an assumed import elasticity of .33 and NOx allowance
prices of $10, $20, $30 and $40/lb. is appended as Table 25.  It can be seen that the impact of
higher NOx allowance prices is much less in our simulation results than in those of Joskow and
Kahn.  This may reflect their use of SCE rather than Henwood emissions data for some of these
units.  Somewhat reduced sets of simulation results for assumed import elasticities of .75 and
1.50 and an assumed NOx allowance price of $10/lb. are appended as Tables 26 and 27.

These simulation results suggest that more detailed simulation models, more firmly grounded in
actual data would be necessary to distinguish between competitive and shortage explanations for
the historical level of electricity prices in California during June 2000 based on the simulation
methodology. The apparent sensitivity to assumptions and unknowns reveals a range of error that
is both substantial and material.  Given these sensitivities, and the many real complications in the
electricity system set aside in the simplifications of the model, it is not possible to separate out
the effect of the evidence of the exercise of market power and the errors in the model.  The
margin of error is larger than the effect being estimated.

None of these simulations is a full description of reality and all contain simplifications that may
understate or overstate the competitive level of prices.  Thus, the range of uncertainty around the
level of competitive prices is even greater than indicated by these simulation results.  First, the
simulations can overstate the competitive level of prices because none of these cases fully take
account of the impact of RMR contracts in depressing prices by scheduling RMR units on at
minimum load or dispatching units out of merit.67 Second, the level of reserves available on on-
line steam and hydro units may be over or understated and the reserve requirements themselves
may be over- or understated from hour to hour.  Third, the simulation does not account for the
impact of transmission congestion, which could either depress or increase actual prices.  Fourth,
the simulation may understate the competitive price level because we have not accounted for the
impact of environmental restrictions on generators other than Mirant.  Fifth, none of the forced
outage and derating adjustments are specific to the specific units in the model or take account of
the actual level of use during June 2000.  Sixth, the CAISO capacities used in some cases
overstate or understate unit capabilities and the Henwood heat rate and variable O&M cost data
may over- or understate the true values.  Seventh, the output of the regulatory must-take and
hydro generation is based on monthly averages and various approximations that may misstate
average output and certainly misstate hour-to-hour variations in output.  Eighth, while some
cases (RU02 and N3) account for the impact of start-up costs minimum load costs, and operating

                                               

67 Data on RMR schedules and dispatch instructions is not public to our knowledge.  Case E3 accounts for the
impact of Delta dispatch restrictions and RMR instructions on the output of the Mirant units, but not on other
market participants.
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inflexibilities in limiting supply, none fully account for the impact of these factors in keeping
units on-line in low-prices power.68  Ninth, the simulation model presumes that prices are not
only determined competitively, but in an efficiently structured market, with perfect
communications and perfect dispatch.  To the extent that the actual prices are affected by the
actual CAISO price determination rules, that the CAISO’s dispatch was not perfect, that there
were breakdowns in the transfer of data and instructions, actual prices may have been elevated
by factors that are unrelated to the exercise of market power.  Tenth, none of these simulations
models adequately account for the chaos of real-time operations.  In the simulations there are no
surprises.  Table 21 reports the mean, median and variance in load and prices for the 10 load
deciles.  It is noteworthy that the variation within these deciles tends to be materially lower in the
simulated models than in the real-world, aside from the highest deciles, and dramatically lower
in the base case simulation.  In essence, virtually none of the variation in real-time prices at a
given load level is explained by the factors accounted for in the base case simulation.  If the
difference between the base case simulated price and actual prices is accounted for by the
exercise of market power, then there ought to be some explanation of how market power
accounts for the enormous variation in actual prices, and thus deviation from simulated prices, at
a given load level.

It can be seen that some of the sensitivity cases reported in Table 21 have much higher than
actual prices and much higher than actual price variances for the load decile 5.  Load decile 5 is
the decile in which the available hydro tends to fall as the amount of hydro assumed on peak
rises.  It can be seen that if the on-peak hydro is assumed to be 7,500 (case H3) rather than 8,000
or 8,500, the increase in hydro available in decile 5 moderates the simulated prices and both they
and the variance of prices is greatly reduced.

Overall, however, Table 21 suggests that much of the variation in market forces that is driving
real-time prices is not included either in the base case simulation or in the sensitivity cases and
that a good portion of the price volatility in some of the sensitivity cases arises from the
simplified hydro modeling.

                                               

68 The comparison of on-peak and off-peak prices should account in part for this, but some on-peak hours are low-
price hours.
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In order to identify the actual exercise of market power, direct evidence of withholding would be
a better place to look than the simplified simulation results.  Given data that are available to the
ISO, but not in the public domain, it should be possible to identify instances of significant and
sustained exercises of market power.

III. NEPOOL SIMULATIONS

Although the focus here has been on the California data and simulations, the same
methodological difficulties appear in applications in other markets.  In the case of a recent study
of New England electricity market, there are interesting sensitivity cases that provide further
insight into the scope and magnitude of the effects of the modeling simplifications.

Bushnell and Saravia apply a static single-price simulation model to a study of the NEPOOL
market. They find that over the period of their study based on estimated marginal costs,
simulated outages for thermal units, actual offer prices and availabilities for small thermal
generators and nuclear plants, and actual output for hydro units, the resulting simulated
“competitive prices” (MC) suggested a markup of 12 percent for the actual NEPOOL prices
(ECP for energy clearing price).

However, the detail of the study yields more interesting results than this aggregate summary of
the estimated markup above competitive prices.  The generalization does not apply to the month-
by-month simulation results.  The simulated price is much less than the actual market price in a
number of the high priced, high peak demand summer months, as can be seen in Table 22.
Conversely, the simulated price is often higher than the actual market price in shoulder months
with typically slack demand.  These latter results violate the assumptions of the simulation
methodology.
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Table 22
ACTUAL AND SIMULATED PRICES

ECP
(A)

MC
(B)

BIDP
(C)

ECP/MC
Spread (%)

(D)

BIDP/MC
Spread (%)

(E)

June 1999 49.18 30.18 29.12 62.96 -3.64

July 1999 41.14 31.11 29.32 32.24 -6.11

May 2000 72.78 34.12 42.61 113.31 19.92

July 2001 52.24 32.13 31.38 62.59 -2.39

August 2001 43.34 36.56 38.37 18.54 4.72

Average 51.736 32.82 34.16 57.64 3.92

Source:  Bushnell and Saravia Table 3, p. 14 and Table 4, p. 15.

ECP = Actual market price.

MC = Simulated price, based on estimated incremental energy costs.

BIDP = Simulated price, based on actual incremental energy bids.

ECP/MC Spread = (Col. A - Col. B)/Col. B.

BIDP/MC Spread = (Col. C - Col. B)/Col. B.

This outcome should not be surprising given that the simulation model does not reflect
NEPOOL’s actual reserve requirements, as well as omitting generator ramping constraints,
transmission congestion, generator minimum run and down time requirements, start-up costs,
and minimum load costs.  Bushnell and Saravia summarize in their paper many of the
simplifications incorporated in the simulation model.  For example, the simulation could
understate the competitive price because it ignores commitment costs and ramping constraints or
overstate the competitive price because it ignores units committed out of merit due to
transmission constraints.  Thus, the Bushnell and Saravia model should be expected to understate
prices in months in which NEPOOL was reserve short and to overstate prices in months during
which energy prices were depressed by the amount of capacity that had to be committed at
minimum load to meet NEPOOL’s reserve constraints, particularly the regional and overall
second contingency constraints.

One reading of the extensive list of caveats Bushnell and Saravia provided in their analysis might
be that the many simplifications make it all but impossible to draw any conclusions from the
comparison of the simulated competitive price and the actual market price obtained in the ECP.69

However, despite the caveats, the ECP and MC are used for this comparison.

In an effort to provide other tests to identify the exercise of market power, Bushnell and Saravia
create three other estimates that complement the ECP and the competitive benchmark based on
estimated marginal costs and simulated availabilities (MC).  The three alternatives are the

                                               

69 Bushnell and Saravia, p. 7.
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simulated price using the actual offer prices for the plants that were available (BIDP),70 a similar
simulation using the actual offer prices and outputs for the modeled thermal generators
(THERMALP),71 and the simulated market clearing price based on the estimated marginal costs
of the modeled thermal generating capacity versus the actual output of these thermal generators
(MCTHERMAL).72

Bushnell and Saravia focus on the comparison of ECP versus MC, BIDP versus MC, and
THERMALP versus MCTHERMAL by way of showing different measures of the exercise of
market power.73  They discuss the results with these different indexes and explain some of the
discrepancies in terms of the features of the real dispatch that do not appear in the simplified
simulation.  This use of actual bids in a static single-price simulation is innovative and important.
Although the application was designed to illustrate other ways to detect an exercise of market
power, the approach could be carried further to help clarify the accuracy of the simulation model
in describing the reality of the electric system.

In particular, under the simplifying assumptions of the static single-price simulation model, there
would be certain relationships among these indexes.  First, the BIDP estimate excludes the plants
that are physically withheld, and incorporates the effects of economic withholding in the bids.
Hence, in this case all the exercise of market power is contained in the bids and the simulation
reduces to replicating the ISO’s economic dispatch given the bids.  Under the simplifying
assumptions of  the static single-price simulation, therefore, we should have:

ECP=BIDP.

Since we have the actual offer prices, this relationship is not statistical, at least if we assume that
the dispatch errors are negligible.  Hence, the relationship should hold in very hour.  Although
we do not have the data for every hour, Bushnell and Saravia provide the monthly averages for
the 29 months of their study.  A simple graph of ECP versus BIDP, as shown in Figure 23,
succinctly summarizes the errors implied for the simulation model.

                                               

70 BIPD treats small generators, hydro and nuclear units in the same manner as MC.  It therefore differs only in
that the actual offer prices (and thus actual availabilities) of the thermal generators are used instead of estimated
marginal costs and simulated unit availabilities.

71 THERMALP uses the actual offer prices of the thermal units as in BIDP, but instead of dispatching the small
generators and nuclear units to meet load, their actual output is taken as given.  Thus, the actual offer prices of
the thermal units are in effect used to dispatch these units to produce the same output this set generated in the
actual dispatch (total load – the output of the non-modeled units).

72 Bushnell and Saravia, p. 8.  MCTHERMAL is therefore equivalent to THERMALP with the actual offer prices
replaced with estimated marginal costs and actual unit availabilities.  Thus, the model units are in effect
dispatched to meet load based on their estimated marginal costs, taking the actual output of the non-modeled
units as given with.

73 Bushnell and Saravia Tables 3, 4 and 5, pp. 14-16.
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Were the assumptions of the simplified simulation model correct, the graph of ECP would lie
exactly along the diagonal.  Note this is error in the logic and detail of the model.  The errors do
not follow from random variation in the data.  The only source of deviation from the diagonal
would be consistent mistakes in the ISOs dispatch or consistent mistakes in the simulation
model.  The deviations from the diagonal summarize the errors in the model or the errors made
by the ISO in finding the economic dispatch.  The average absolute error in the monthly average
is $5.01 with a standard deviation of $7.11.  It is particularly noteworthy that in the several
months portrayed in Table 22 in which the actual price considerably exceeded the price
simulated based on estimated margin costs, the actual price also considerably exceeds the price
simulated using actual offer prices.  These differences suggest that the source of the gap between
actual and simulated prices is in the simulation model, not in bidding behavior.

Similarly, under the simplifying assumptions of the static single-price simulation model, the
actual output of modeled thermal units should be a simple subset of the aggregate supply curve
of all offered units that produced the BIDP.  Since the modeled thermal units exclude nuclear,
small thermal and cogeneration units that are in the aggregate supply curve at their bid price, the
modeled thermal units are a strict subset of all the units included in the supply curve.74  Hence,

                                               

74 Bushnell and Saravia, pp. 9-11. In effect, THERMALP dispatches the thermal units to meet load based on the
actual bids of the thermal units and taking the output of the hydro, small thermal and nuclear units as fixed at
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the price using only the modeled thermal units cannot be greater than the price using all units.
And to the extent that a non-modeled unit bid sets the clearing price in BIDP, the price using
only the modeled thermal units could be less than the price from the  aggregate supply curve.
Thus:

THERMALP ≤  BIDP.

Again, this relationship follows directly form the basic logic of the simulation model.  If the
simulation model is correct, the relationship should hold in every hour independent of the
exercise of market power, the offer prices or the estimated marginal cost.  Hence, this is another
look at the accuracy of the simulation model and its simplifications against the logic of the actual
dispatch with its many additional constraints. Figure 24 plots the relationship between the
simulated price based on the actual offer prices75 and actual output of the modeled units
(THERMALP)76 versus the simulated price based on the  offer prices of both the thermal units
and the non-modeled small thermal and nuclear units (BIDP).

                                                                                                                                                      

their actual output.  Under the assumptions of the static single-price simulation model, the dispatch  of the
thermal units must be the same in the ECP, BIDP and THERMALP cases.

75 And, thus, also the actual availabilities.
76 As noted, this is equivalent to dispatching the modeled units to meet load taking the output of the non-model

units as given.



51

0

10

20

30

40

50

60

70

80

0 20 40 60 80

Bid P
Bushnell & Saravia

New England Market Price
EstimatesModeled Thermal

Units

Figure 24

Inspection of Figure 24 shows that the simulated price based on the actual offer prices and output
of the modeled thermal units is never below the price simulated based on the supply curve using
all the units.77 The simulated price based on the actual output of the modeled units is thus always
too high compared to the relationship dictated by the simulation assumptions, that all energy that
is economic based on the offer price will be supplied to meet load. Bushnell and Saravia argue
that the discrepancy between BIDP and THERMALP could be attributed to the assumptions in
the static single-price simulation model that ignore transmission congestion or other reasons to
dispatch out of merit as required in the actual dispatch (such as reserve and regulation
requirements and ramp limits).78  This is quite possible, but is only one potential source of error
introduced by the simplifications in the static single-price simulation.79

                                               

77 That is, the actual output of the non-modeled units at the actual price level must on balance be lower than the
output of these units as calculated based on their actual bid curves.

78 Similarly, differences between prices simulated based on MCTHERMAL or THERMALP would be expected to
exist as a result of NEPOOL’s non-locational pricing system.  Generators in constrained-up regions in
NEPOOL are currently not paid the market-clearing price at their location, but are instead paid their bid.  A
competitive firm lacking market power should therefore submit bids reflecting the anticipated market clearing
price at its location, rather than its costs.  In a world of perfect information, this bidding behavior would not
restrict output but would ensure that suppliers are paid the market price.

Moreover, if every supplier bid the market clearing price at its location, THERMALP would exceed
MCTHERMAL, although the locational prices calculated based on the bids and marginal costs estimates were

T
h
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In summary, the results of the Bushnell and Saravia study indicate that neither of the
relationships implied by the simulation assumptions is satisfied.  An important conclusion that
follows from these results is that we would reject the hypothesis that the simulation model
provides a close approximation of actual dispatch conditions and, therefore, reject the hypothesis
that the model provides a reliable estimate of the competitive benchmark price.  Thus, as
Bushnell and Saravia suggest, the difference between the actual ECP and simulated MC may not
arise from above cost bids, but from constraints present in the real world that are not in the
simulation.

This is an important result, because it is a relatively straightforward test of the validity of the
simulation model.  The import of the work is that the simulation model contains substantial
errors.  The difference between the actual and simulated price could therefore arise from the real-
world constraints omitted from the model in conjunction with purely competitive behavior, or the
difference could arise from the exercise of market power by sellers that are able to raise prices
because of constraints omitted from the model.  Regardless of the reasons for the difference, the
difference between the actual prices and those simulated by these kinds of models provides little
information on the degree to which prices have been impacted by the exercise of market power,
one simply cannot tell from these simulations.  The error is larger than the effect being estimated.

                                                                                                                                                      

the same.  This property was demonstrated for simulations of the PJM system back in 1996.  LMP-based bids
would raise the single stack price from $18.54 to $20.11, while leaving the underlying dispatch and LMP prices
unchanged (see William W. Hogan, “Report on PJM Market Structure and Pricing Rules,” December 31, 1996,
particularly pp. 91-98).

79 For example, differences could also arise because the actual output of units was reduced by real-time deratings
or operating problems, or because the ISO failed to dispatch the unit despite it being in merit (during most of
the study period ISO-NE was utilizing a telephone based dispatch).
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