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Abstract

Following the structure of many commodity markets, we consider a few large firms and a competitive fringe of many small suppliers choosing quantities in an infinite-horizon setting subject to demand shocks. We show that a collusive agreement among the large firms may not only bring an output contraction but also an output expansion (relative to the non-collusive output level). The latter occurs during booms and is due to the strategic substitutability of quantities (we will never observe an output-expanding collusion in a price-setting game). We also find that the time at which maximal collusion is most difficult to sustain can be either at booms or recessions.

1 Introduction

In Table 1 we reproduce Orris C. Herfindahl’s Table 3 (1959, p. 115) with a summary of the evolution of the so-called international copper cartel that consisted of the five largest firms and operated during the four years preceding the Second World War. Herfindahl argues that the cartel was successful in restricting output during the periods of low demand (denoted as Quota status and associated to lower spot prices in the London Metal Exchange) but failed to extend
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such restrictions to the periods of high demand when the cartel and non-cartel firms returned to their non-collusive output levels.\footnote{Walters (1944) also comments on the satisfactory operation of the cartel in that there is no indication that sanctions for non-compliance were ever invoked.}

Herfindahl’s description appears consistent with some existing collusion theories; in particular, with Rotemberg and Saloner’s (1986) prediction for the evolution of a cartel under conditions of demand fluctuations in that collusive firms have more difficulties in sustaining collusion during booms (i.e., periods of high demand).\footnote{Rotemberg and Saloner’s (1986) prediction can change if we introduce imperfect monitoring (Green and Porter, 1984), a less than fully random demand evolution (Haltinwager and Harrington, 1991; Bagwell and Staiger, 1997), and capacity contraints (Staiger and Wolak, 1992).} We advance a different behavioral hypothesis in this paper. We posit that the large output expansions undertaken by cartel members during the two booms (Jan.–Nov. 1937 and Oct.–Dec. 1938) may not necessarily reflect a return to the non-collusive (i.e., Nash-Cournot) equilibrium but rather a continuation with the collusive agreement in the form of a coordinated output expansion of cartel members above their Nash-Cournot levels.\footnote{From reading some news of the time it appears that output expansions were indeed not totally left to each cartel member’s unilateral actions but were somehow also orchestrated by the cartel (e.g., \textit{New York Times} 1938, Oct. 11, pg. 37 and Oct. 18, pg. 37).}

The objective of this paper is to explore the conditions under which a collusive agreement, if sustained, can take an output-expanding form at least during some part of the business cycle and discuss its welfare implications. Although we do not run any empirical test, we will see that the international copper cartel of 1935-39 as well as many of today’s commodity markets appear to be good candidates in which such collusive characterization may apply. There are basically two reasons for that. First, in these markets a firm’ strategic variable is its level of production while prices are cleared, say, in a metal exchange. Second, collusive efforts, if any, are likely to be carried out by a fraction of the industry (typically, the largest firms) leaving, for incentive compatibility reasons, an important fraction of the industry (consisting mostly of a large number of small firms) outside the collusive agreement but nevertheless enjoying any eventual price increase brought forward by the collusive agreement (we will often refer to the group of non-cartel firms as competitive fringe and to the group of potential cartel firms as strategic or large firms).\footnote{Although the collusion literature usually assumes a structure of identical firms, this heterogenous structure in which a few large firms compete with many smaller firms has long been recognized (Arant, 1956; Pindyck, 1979).}

It is important to make clear that the possibility of having an output-expanding collusion,
and hence, lower prices, is totally unrelated to this idea that a cartel should prevent prices going too high as to induce the development of a substitute product (or the discovery of new mineral deposits) that can erode a fraction of the current demand.\textsuperscript{5} Besides that this can be easily added to our model by including a probability of discovery increasing in prices (more reasonably perhaps, in the average price of some period of time), our model is constructed simply upon the presence of a known fringe of small suppliers that run and shut down their production units so that at all moment the unit-cost of the marginal fringe firm is equal to the equilibrium price. In addition and consistent with practical observation, we assume that the entry or exit of large firms is a rare event.

Our results are entirely explained by market-interaction forces among existing players. As demand expands, fringe members increase output with no regard of the effect that such increase can have on the equilibrium price. Conversely, large firms do take into account the effect that their output decisions have on the equilibrium price, and consequently, they "limit" their Nash-Cournot output expansions as to accommodate for the fringe (price-taking) expansion. Because of the strategic substitution between the output of fringe firms and that of large firms (Bulow et al., 1985; Fudenberg and Tirole, 1984), it may indeed be optimal for the large firms to coordinate in a joint output expansion beyond their Nash-Cournot levels. The price drop caused by the strategic firms’ over-expansion is more than offset by their market share increase.

Whether it is optimal for the large firms to implement such an output-expanding collusion as opposed to a traditional output-contracting collusion will ultimately depend on the fringe’s (non-collusive) output, which in turn, will depend on cost differences between large and fringe firms and on the magnitude of the demand shocks. One can always find fringe’s costs sufficiently low (high) that it is optimal for strategic firms to implement an output-expanding (-contracting) collusion for all possible realizations of demand. As we speculate for the copper cartel of 1935-39, however, the more interesting case is that in which fringe costs generate both output-expanding collusion during booms and output-contracting collusion during recessions.

One way to appreciate these results more fully it is to contrast them with those obtained for a price-setting game with differentiated products.\textsuperscript{6} Think, for example, of a conventional Hotelling linear city in which there are two large supermarkets in each extreme of the city and

\textsuperscript{5}It is not new in the literature that the introduction of a competitive fringe can alter existing results. Rirordan (1998), for example, shows how and when the presence of a (downstream) fringe reverses the well known procompetitive result of backward vertical integration by a downstream monopolist.

\textsuperscript{6}If products are perfectly homogeneous it is immediate that we can never have an output-expanding collusion.
a large number of small stores located downtown (i.e., in the middle of the city) competing in prices.\footnote{Note that in equilibrium all fringe firms that are called to produce charge the same price which is equal to the unit-cost of the marginal fringe firm.} Following the arguments above, one could conjecture that for a fringe sufficiently efficient that enjoys a large market share it may be optimal for the two supermarkets to coordinate on jointly pricing below their non-collusive (Nash-Bertrand) levels and expand their market share accordingly. It turns out this is never the case and the reason is the strategic complementarity between prices charged by the strategic firms and by the fringe firms. If large firms lower their prices, fringe firms’ equilibrium response is to lower theirs preventing large firms from gaining market share.

The presence of an important fraction of non-cartel firms has also implications for cartel firms’ ability to sustain the collusive outcome throughout the business cycle. Using the same i.i.d. demand shocks of Rotemberg and Saloner (1986), we show that it is no longer true that is more difficult for firms to sustain maximal collusion during booms than during recessions. Depending on fringe’s costs relative to large firms’ and on the possible realizations of demand, there will be cases in which it is more difficult for firms to sustain (maximal) collusion during periods of low demand.

Because many commodity markets are characterized by the presence of a relatively large fraction of small suppliers that will never enter into a collusive agreement, our results have important policy implications. We cannot rule out, on theoretical grounds, that collusion efforts by a group of large firms may be welfare enhancing when periods of output-contracting collusion are followed by periods of output-expanding collusion.\footnote{It is interesting to contrast these observations with recent events in the copper industry. Back in 2001 when prices were at record low, the three largest firms in the industry made fairly simultaneous announcements of supply restrictions (either as lower production or inventory holdings) that were eventually carried out. Today, prices are at record high and some of the same firms are announcing very aggressive expansion plans. Obviously, in the absence of a more detailed empirical analysis we cannot tell whether these firms are engaged in some sort of tacit collusion or are rather optimally adjusting their supplies (including capacities and inventories) as they move from one non-collusive equilibrium to another. Nevertheless, this paper should prove useful in structuring such an empirical test.} Based on the aggregate data of Table 1, we illustrate this possibility in a numerical exercise for the copper cartel of 1935-39.

The rest of the paper is organized as follows. In the next section (Section 2) we present the model and derive the (non-collusive) Nash-Cournot equilibrium. In Section 3 we present the maximal collusive equilibrium and demonstrate the possibility of an output-expanding collusion (we also demonstrate that the latter is never the case in a price-setting game). In Section 4, we study the cartel stability along the business cycle. The numerical exercise based on the copper
cartel data is in Section 5. Concluding remarks follow.

2 Oligopoly-fringe model

2.1 Notation

A group of \( n \) identical (strategic) firms \( (i = 1, \ldots, n) \) and a competitive fringe consisting of a continuum of firms (indexed by \( j \)) produce some commodity in an infinite-horizon setting. At the beginning of each period, firms simultaneously choose their production levels and the price is cleared (in a metal exchange) according to the inverse demand curve \( P(\theta, Q) = \theta P(Q) \) with \( P'(Q) < 0 \), where \( Q \) is total production and \( \theta \in [\theta, \bar{\theta}] \) is, as in Green and Porter (1984), a multiplicative demand shock which is observed by all firms before they engage in production.\(^9\)

Strictly speaking, only the \( n \) strategic firms have the possibility of choosing among different production levels; a fringe firm’s decision is simply whether or not to bring its unit of output to the market.\(^10\) The production cost of each strategic firm is \( C_s(q_s) \) with \( C'_s(q_s) > 0 \) and \( C''_s(q_s) \geq 0 \) ("s" stands for strategic firm). The unit cost of fringe firm \( j \) is \( c_j \). The \( c_j \)'s, which vary across firms, can be cost-effectively arranged along a marginal cost curve \( C'_f(Q_f) \) with \( C''_f(Q_f) > 0 \) and \( C''_f(Q_f) \leq 0 \),\(^11\) where \( Q_f = \int q_f \text{d}j \) is fringe firms’ output (we will use capital letters to denote group production and small letters to denote individual production, so strategic firms’ output is \( Q_s = \sum_{i=1}^{n} q_{si} \) and total output is \( Q = Q_s + Q_f \)).

In some passages of the paper we will introduce, with little loss of generality, some simplifying assumptions to the model that will allow us to better illustrate some of our results. In particular, we will assume that \( P(Q) = a - bQ \), that strategic firms have no production costs and that the fringe’ aggregate marginal cost curve is \( C'_f(Q_f) = cQ_f \), where \( a, b \) and \( c \) are strictly positive parameters.\(^12\)

---

\(^9\)Below we explain how the results change under an additive shock (i.e., \( P(Q, \theta) = P(Q) + \theta \)).

\(^10\)Including some fringe firms with output flexibility complicates the algebra with no implications in the results. It would be interesting, however, to study more formally the process of cartel formation when there are heterogenous firms.

\(^11\)If anything, \( C'_f(Q_f) \) should be strictly concave (i.e., \( C''_f(Q_f) < 0 \)) capturing the practical observation that fringe’s output is more elastic at higher prices (e.g., Crowson, 1999 and 2003).

\(^12\)That the costs of large firms are, on average, lower than the costs of smaller firms is not a bad assumption—at least for mineral markets (Crowson, 2003). However, we do not need such assumption for our results; we could have just worked with \( C_s(q_s) = c_s q_s \) at the expense of mathematical tractability.
2.2 The (non-collusive) Nash-Cournot equilibrium

A commonly used approach for finding the (static) Nash-Cournot equilibrium in the presence of a competitive fringe is to first subtract the fringe’s supply function from the market demand to obtain the residual demand faced by the large firms and then solve the non-cooperative game among the large firms. This residual-demand approach, however, violates the simultaneous-move assumption. It implicitly assumes a Stackelberg timing within in any given period: first, large firms announce or choose their quantities; then and after observing large firms’ output decisions, fringe firms choose their quantities. In the absence of technical reasons, this sequential timing can only be supported by some degree of cooperation (i.e., collusion) among the large firms that ensures that large firms will stick to their announcements or that they will not move again together with the fringe.\textsuperscript{13} Without such cooperation, the static game necessarily collapses into a simultaneous move game.\textsuperscript{14}

Thus, the Nash-Cournot equilibrium of the one-period (simultaneous-move) game, i.e., the equilibrium in the absence of any collusion efforts, is found by solving each firm’s problem as follows

\[
\max_{q_{si}} \theta P(q_{si} + \sum_{j \neq i} q_{sj} + Q_f)q_{si} - C_s(q_{si}) \quad \text{for all } i = 1, \ldots, n
\]  

(1)

\[
q_{fj} = \begin{cases} 
1 & \text{if } c_j \leq \theta P(Q_s + Q_f) \\
0 & \text{if } c_j > \theta P(Q_s + Q_f) 
\end{cases} \quad \text{for all } j
\]

(2)

The \( n \) first-order conditions associated to (1) give us the best-response of each strategic firm to the play of all remaining firms. Similarly, (2) summarizes the best-response of each fringe firm, which is to produce as long as its unit cost is equal or below the clearing price.

Given the symmetry of the problem, the equilibrium outcome of the one-period game is given by

\[
\theta P'(Q^{nc})Q_{s}^{nc}/n + \theta P(Q^{nc}) - C_s'(Q_s^{nc}/n) = 0
\]

(3)

\[
\theta P(Q^{nc}) = C_f'(Q_f^{nc})
\]

(4)

\textsuperscript{13}Suppose first that the sequential timing is the result of early production announcements by strategic firms. At the production stage, however, a strategic firm would like to deviate from its original announcement by producing less. Suppose instead that the sequential timing is the result of early and observable production by strategic firms (together with a commitment of no additional production). At the time fringe firms are called to produce, however, a strategic firm will find it profitable to deviate from its commitment by bringing additional output to the market.

\textsuperscript{14}One of the first oligopoly-fringe models that explicitly adopts this simultaneous-move assumption is Salant’s (1976) model for the oil market.
where "nc" stands for Nash-Cournot or non-collusive equilibrium and $Q_{nc} = Q_{nc}^s + Q_{nc}^f$. Solving we obtain $Q_{nc}^s(\theta)$ and $Q_{nc}^f(\theta)$.15

3 Collusive equilibria

It is well known that in a infinite-horizon setting strategic firms may be able to sustain outcomes in subgame perfect equilibrium that generate higher profits than the outcome in the corresponding one-period game. Leaving for later discussion how easy or difficult is for firms to sustain these collusive outcomes in equilibrium, or alternatively, assuming for the moment that the discount factor $\delta$ (of strategic firms) is close enough to one,16 in this section we are interested in finding the best collusive agreement for the strategic firms.

A natural point of departure in this simultaneous-move game is to compute what we call the static monopoly outcome that results from taking the group of large firms as a single player playing a one-period game against the fringe. The equilibrium is obtained from intersecting the static reaction (best-response) function of the group of fringe firms with the "static best-response function" of the group of large firms. Based on the works of Fudenberg and Levine (1989) and Fudenberg, Kreps and Maskin (1990) on repeated games with long-run and short-run players,17 one might argue that the static monopoly outcome is the best collusive agreement attainable for the group of large firms if fringe firms are thought to be short-run players that play only once and in addition have no means to learn about previous play. However, this is a poor characterization of smaller firms in most commodity markets. As explained by Crowson (1999), it is common in mineral markets to see smaller firms staying around for as long as larger firms. It is also the case that smaller firms can learn about previous play without being physically present, either through word-of-mouth or more likely from written sources.

More importantly, when fringe firms observe previous play it is natural to think that the

---

15The corresponding quantities for the simplified model are

$Q_{nc}^s = \frac{nac}{b[c(n+1)+b\theta]}$ and $Q_{nc}^f = \frac{\theta a}{c(n+1)+b\theta}$

Note that under this particular formulation $\frac{\partial Q_{nc}^s(\theta)}{\partial \theta} < 0$ and $\frac{\partial Q_{nc}^f(\theta)}{\partial \theta} > 0$; but we do not require these properties in any of our Propositions.

16The discount factor of fringe firms is irrelevant since they always operate along their static best-response function.

17Fudenberg and Levine (1989) is not strictly a supergame as Fudenberg et al.(1990) and ours. They consider a single long-run player and introduce a bit of uncertainty about its type. It does not seem straightforward to us how to extend this incomplete information approach to the case of many long-run players each of them attempting to build reputation.
group of large firms can strictly improve upon the static monopoly outcome by following (equilibrium) strategies that are dependent on the possible histories of the game. In other words, the expectations of fringe firms as to what the large firms will produce are now sensitive to previous play of large firms which in turn allows the group of large firms to credibly communicate its commitment to (profitably) depart from the static monopoly outcome.\textsuperscript{18} We will refer to the most preferred of these dynamic outcomes as the maximal collusive agreement. Before describing its properties, we will present the static monopoly outcome because it will help us to more easily convey the intuition behind our main result.

### 3.1 Static monopoly outcome

The static best-response function of fringe firms,\textsuperscript{19} which we denote by the aggregate function \( Q_f^*(Q_s) \), is implicitly given by \( \theta P(Q_f + Q_s) = C_f'(Q_f) \). On the other hand, the static best-response function of the group/cartel of large firms to an aggregate play of \( Q_f \) by the fringe firms is given by

\[
Q_s^*(Q_f) = \arg \max_{Q_s} \{ \theta P(Q_s + Q_f)Q_s - nC_s(Q_s/n) \}
\]

Given a discount factor close enough to one, the stability of the cartel of large firms is subgame perfect and it is assumed here that this is correctly anticipated by fringe firms. Hence, the static monopoly outcome is obtained from the intersection of \( Q_f^*(Q_s) \) and \( Q_s^*(Q_f) \). Denoting by \( Q_s^0 \) and \( Q_f^0 \) the corresponding equilibrium quantities, we have

\[
\theta P'(Q^0)Q_s^0 + \theta P(Q^0) - C_s'(Q_s^0/n) = 0 \tag{5}
\]

\[
\theta P(Q^0) = C_f'(Q_f^0) \tag{6}
\]

\textsuperscript{18}Unlike in Fudenberg and Levine (1989) where there is a single long-run player, here we have two or more large firms which allow them by the threat of falling into a price war, as in Gul (1987) for the durable-good duopolists, to build commitment despite fringe firms do not observe previous play. This would require, however, to impose fixed beliefs as to what fringe firms expect large firms to produce in each period. We could just assume that, but it is more natural to us to think that fringe firms’ beliefs are not (exogenously) fixed but rather sensitive to past play.

\textsuperscript{19}Note that since fringe firms are infinitesimally small they always play along their static best-response curve regardless of their life horizon.
where \( Q^0 = Q^0_s + Q^0_f \).\(^{20}\) Solving we obtain the static-monopoly equilibrium quantities \( Q^0_s(\theta) \) and \( Q^0_f(\theta) \).\(^{21}\)

By comparing equilibrium conditions (3)–(4) with (5)–(6), it holds that

**Lemma 1** \( Q^0_s(\theta) < Q^{nc}_s(\theta) \) and \( P(Q^0(\theta)) > P(Q^{nc}(\theta)) \) for all \( \theta \).

**Proof.** Straightforward since \( P'(Q) < 0 \) and \( n \geq 2 \). ■

This is the conventional view regarding the operation of a cartel in that it always reduces output to lift prices. In the presence of a competitive fringe there is a caveat, however. When the fringe’s output is large enough, it may be optimal for the large firms to stick to the non-collusive equilibrium (and fringe firms anticipate that). From conventional monopoly theory, we would say that in such cases large firms do not want to restrict output any further because they face a too elastic (residual) demand.

This possibility can be easily illustrated for our simplified (i.e., linear) model. Let \( \pi^0_s \) and \( \pi^{nc}_s \) be the strategic firm’s profits under static monopoly and Nash-Cournot, respectively.\(^{22}\) It can be shown that

\[
\pi^0_s(\theta) > \pi^{nc}_s(\theta) \iff \theta < (\sqrt{n} - 1)c/b \equiv \tilde{\theta}
\] (7)

Expression (7) indicates that for demand shocks sufficiently large it is optimal for large firms to follow Nash-Cournot strategies instead of static monopoly pricing. Note that the smaller the value of \( c \) and/or \( n \) the fewer the times at which large firms want to (statically) collude. The reason is that in this example large firms’ (non-collusive) market share is increasing in \( n \) and \( c \).\(^{23}\)

\(^{20}\)We have not been explicit about what happens when a large firm deviates from the (collusive) equilibrium path. A reasonable (subgame perfect) punishment path is a return to Nash-Cournot but with fringe firms playing, on aggregate, \( Q^I_f \) (not \( Q^{nc}_f \)). This is because in this "one-shot game" fringe firms’ beliefs are fixed in that they expect the large group to always play \( Q^I_s \). There are no deviations in equilibrium, however.

\(^{21}\)For the simplified model these quantities are

\[
Q^0_s = \frac{ac}{b(2c + \theta b)} \quad \text{and} \quad Q^0_f = \frac{\theta a}{2c + \theta b}
\]

\(^{22}\)The profits for the simplified model are

\[
\pi^{nc}_s = \frac{\theta}{b} \left[ \frac{ac}{c(n + 1) + \theta b} \right]^2 \quad \text{and} \quad \pi^0_s = \frac{\theta}{nb} \left[ \frac{ac}{2c + \theta b} \right]^2
\]

\(^{23}\)That large firms may find it optimal to remain at their Nash-Cournot levels is not unique to the quantity competition assumption. In fact, in the Hotelling-city example of the introduction the Nash-Bertrand prices and the static monopoly prices are the same.
3.2 Maximal collusion

Assuming that all players acting at date \( t \) have observed the history of play up to date \( t \), it is possible to construct history-dependent strategy profiles with payoffs for the large firms that are strictly higher than those under the static monopoly outcome (and easier to sustain). While the latter is one of the multiple possible equilibria in this repeated game, here we are interested in finding the maximal collusive agreement, that is, the one that gives large firms the highest attainable payoff for a discount factor close enough to one. Let \( Q^m_s \) and \( Q^m_f \) denote the (aggregate) quantities corresponding to the maximal collusive equilibrium.

Since strategic firms are symmetric and there are no economies of scale, it is optimal for each strategic firm to produce \( q^m_{si} = Q^m_s/n \), hence

\[
Q^m_s = \arg \max_{Q_s} \{ \theta P(Q_s + Q_f(Q_s))Q_s - nC_s(Q_s/n) \} \tag{8}
\]

where \( Q_f(Q_s) \) is the fringe’s equilibrium response to \( Q_s \), which is implicitly given by

\[
\theta P(Q_f + Q_s) = C'_f(Q_f) \tag{9}
\]

Replacing \( Q_f(Q_s) \) from (9) into (8), the strategic firms’ maximal collusive outcome solves

\[
\frac{C'_f(Q^m_f)\theta P'(Q^m_f)}{C'_f(Q^m_f) - \theta P'(Q^m_f)}Q^m_s + \theta P(Q^m_s) - C'_s(Q^m_s/n) = 0 \tag{10}
\]

\[
\theta P(Q^m_s) = C'_f(Q^m_f) \tag{11}
\]

where \( Q^m = Q^m_s + Q^m_f \). Solving we obtain the collusive equilibrium strategies \( Q^m_s(\theta) \) and \( Q^m_f(\theta) \). 24,25

Note that having \( Q_f \) as a function of \( Q_s \) in (8) resembles a Stackelberg (static) game but it is only because in this repeated game large firms anticipate and use fringe firms’ equilibrium strategies.

24 For the simplified model the equilibrium quantities are

\[
Q^m_s = \frac{a}{2b} \quad \text{and} \quad Q^m_f = \frac{\theta a}{2(c + \theta b)}
\]

Note that \( \partial Q^m_f(\theta)/\partial \theta > 0 \).

25 We have been silent about the implementation of the (maximal) collusive agreement. We can think of the following set of (symmetric) trigger strategies (which depend on the realization of \( \theta \)): In period 0, strategic firm \( i \) plays \( Q^m_s/n \) and fringe firms play, on aggregate, \( Q^m_f \). In period \( t \), firm \( i \) plays \( Q^m_s/n \) if in every period preceding \( t \) all strategic firms have played \( Q^m_s/n \); otherwise it plays \( Q^m_f/n \). Fringe firms, on the other hand, play \( Q^m_f \ ) in \( t \) if in every period preceding \( t \) all strategic firms have played \( Q^m_s/n \); otherwise they play \( Q^m_f/n \).
response in constructing its optimal action and not because some first-mover advantage. By comparing equilibrium conditions (3)–(4) with (10)–(11) we can establish

**Proposition 1** There is a level of demand $\hat{\theta}$ for which $Q^m(\hat{\theta}) = Q^{nc}(\hat{\theta}) = Q^f(\hat{\theta}) = Q^s(\hat{\theta})$. This (unique) level of demand is found by replacing the definitions of $\hat{Q}(\hat{\theta})$ and $\hat{Q}^f(\hat{\theta})$ into $\hat{\theta} = -(n - 1)C^0_0(\hat{Q}(\hat{\theta})) / P^0(\hat{Q}(\hat{\theta}))$ and solving. In addition, if $\theta$ is greater (lower) than $\hat{\theta}$, then $Q^m$ is greater (lower) than $Q^{nc}$.

**Proof.** See the Appendix.

This proposition opens up the possibility for an output-expanding collusion provided that $\hat{\theta}$ exists, i.e., $\hat{\theta} \in [\underline{\theta}, \bar{\theta}]$, which will always be the case for $C^0_0(\cdot)$ sufficiently small. More interesting, the collusive agreement may include both output expansions (above Nash-Cournot levels) during periods of higher demand (i.e., $\theta > \hat{\theta}$) and output contractions during periods of lower demand (i.e., $\theta < \hat{\theta}$). In providing more intuition for our results, it is useful to present the following result first

**Proposition 2** Were the strategic and fringe firms competing in prices (i.e., upward sloping reaction functions), it would have been never optimal for the strategic firms to jointly price below their (non-collusive) Nash-Bertrand price levels.

**Proof.** See the Appendix.

Propositions 1 and 2 indicate that an output-expanding, or equivalently, a price-reducing collusion, is only a possibility under quantity competition and never under price competition. This observation can be understood as the balance of two effects that in price competition work in the same direction while in quantity competition work in opposite directions. We can think of the first effect as a static effect. In a one-shot simultaneous-move game the best collusive outcome for the group of large firms is the static monopoly outcome of Section 3.1 which always have large firms reducing output (increasing prices) below (above) their Nash-Cournot (-Bertrand) levels.

The second effect is a dynamic effect that comes from the fact that in a repeated game the group of large firms can use history-dependent strategies to credibly build commitment towards the implementation of a better outcome than the one-shot simultaneous-move outcome.26 Unlike the static effect, the dynamic effect works in opposite directions depending on the type of

---

26 This is equivalent to the reputation effect of Fudenberg and Levine (1989) for the case of a single (long-run) player playing a simultaneous-move stage game against a sequence of short-run opponents (i.e., that play only once).
competition and is because of the strategic substitutability of quantities versus the strategic complementarity of prices (Bulow et al., 1985; Fudenberg and Tirole, 1984).

When firms compete in prices and large firms jointly lower (increase) their prices, fringe firms’ equilibrium response is to lower (increase) theirs. Note from eq. (18) in the Appendix that \( \frac{\partial p_f(p_s, \ldots, p_{sn})}{\partial p_i} > 0 \) for all \( i \), where \( p_f \) and \( p_s \) are, respectively, the prices charged by fringe firms and strategic firm \( i \). Knowing this, the dynamic effect makes large firms to price even higher relative to the static-monopoly outcome. On the other hand, when firms compete in quantities and large firms jointly increase their productions, fringe firms’ equilibrium response is not to increase their quantities but to reduce them (note from (9) that \( Q_0'(Q_m) = \theta P_0(Q_m)/[C_0(Q_m) - \theta P_0(Q_m)] < 0 \)). The dynamic effect now makes strategic firms to expand their production taking advantage of fringe’s contracting response.\(^{27}\)

Whether it is optimal for strategic firms (competing in quantities) to follow an output-expanding collusion or not, at least for some levels of demand, will depend on whether the dynamic effect dominates the static effect. Provided that \( \hat{\theta} \) exists, Proposition 1 establishes that for \( \theta < \hat{\theta} \) the static effect dominates while for \( \theta > \hat{\theta} \) the dynamic effect dominates. The reason why the dynamic effect dominates the static effect as demand raises is because fringe’s (non-collusive) output is increasing in \( \theta \).\(^{28}\) More interestingly, one can imagine situations in which a collusive agreement among the large firms can increase overall welfare as long as periods of output-contracting collusion are followed by periods of output-expanding collusion.\(^{29}\)

Let illustrate some of these results for our simplified model (i.e., \( P(Q) = a - bQ \), \( C_s(q_s) = 0 \) and \( C_f(Q_f) = cQ_f \)). From Proposition 1, the level of demand for which the optimal collusive outcome coincides with the Nash-Cournot outcome is \( \hat{\theta} = (n-1)c/b \).\(^{30}\) Consequently, a collusive agreement among the strategic firms will lead to higher output (and, hence, to lower prices)

\(^{27}\)To understand this further, think of a holding company that owns all of the large firms. The (Nash-Cournot) outcome of the one-period simultaneous-move game between this holding company and the fringe is the static monopoly outcome derived in Section 3.1. In a simultaneous-move repeated game and where fringe firms observe all previous play the holding company can do strictly better by committing to a larger (Stackelberg) quantity in all possible demand realizations (provided that the discount factor is close enough to one).

\(^{28}\)Note that for the existence of \( \hat{\theta} \) we do not require that the fringe’s (Nash-Cournot) market share be also increasing in \( \theta \). In fact, one can find situations in which the fringe’s market share is shinking with \( \theta \), yet, the large firms want to implement an output-expanding collusion (we did so in the simplified model for \( c \) relatively large and \( C_s(q_s) = c_q^2 \) with \( c_q > 0 \)).

\(^{29}\)Bulow et al. (1986) make a closely related point when they ask whether "little competition is a good thing." The answer depends on whether the entry of a small fringe will cause the incumbent monopolist to expand or contract output: entry is a good thing with strategic complements and is welfare reducing with strategic substitutes.

\(^{30}\)Note from expression (7) that \( \tilde{\theta} < \hat{\theta} \), which may call some readers’ attention. The reason is that the static effect is still present beyond \( \tilde{\theta} \) and is only at \( \hat{\theta} \) when is exactly offset by the dynamic effect.
as long as $\theta > (n - 1)c/b$; a condition that can be conveniently expressed in terms of Cournot market shares as follows (see footnote 15 for the values of $Q^mc_f$ and $Q^nc$)

$$\theta > \frac{(n - 1)c}{b} \iff \frac{Q^mc_f}{Q^nc} > \frac{n - 1}{2n - 1}$$

(12)

When the fringe’s market share in the Nash-Cournot equilibrium is larger than $(n - 1)/(2n - 1)$, the group of strategic firms faces such an elastic “residual” demand that it is optimal for them to coordinate in an output-expanding collusive agreement.

Since the fringe’s market share is increasing in $\theta$ and decreasing in $c$, condition (12) is more likely to hold when the demand is large and the fringe is more efficient (i.e., has low $c$). For example, if $n = 2$ the collusive agreement will take the conventional output-contracting shape only when the fringe’s market share is less than $1/3$. More generally, any time the fringe’s Cournot market share is above $1/2$ the collusive agreement is to expand output above Cournot levels regardless of the number of firms. These results have also implications for understanding the shape that a collusive agreement can take among a subset of (heterogeneous) strategic firms. The fewer the strategic firms taking part in the collusive agreement the more likely it will contain at least some periods of (collusive) output expansion.

Before turning into the sustainability of the collusive agreement, there are two assumptions that deserve some discussion. First, if we relax the concavity assumption of the fringe’s marginal cost (i.e., $C''_f(Q_f) \leq 0$) and let it become mildly convex none of our results would change (see Proof of Proposition 1). If, however, we depart from practical observation and let the fringe’s supply function $C'_f(Q_f)$ be highly inelastic above certain price level, then $\hat{\theta}$ may not exist.

Second, we have seen that with multiplicative demand shocks collusion can bring both output-contraction during recessions and output-expansion during booms. With additive demand shocks, i.e., $P(Q, \theta) = P(Q) + \theta$, the condition that separates output-contracting collusion from output-expanding collusion reduces to whether $-(n - 1)C''_f/P'$ is greater or lower than the unity. If both the fringe’s supply function $C'_f(Q_f)$ and the demand function $P(Q)$ are linear, the collusive agreement would exhibit either output contractions or expansions throughout the entire business cycle, which seems unpleasant. If, on the other hand, the elasticity of the fringe’s supply function is increasing in prices (i.e., $C''_f(Q_f) < 0$), we could again have a mixed collusive regime with output contraction for $\theta < \hat{\theta}$ and output expansion for $\theta > \hat{\theta}$, where $\hat{\theta}$ solves $-(n - 1)C''_f(Q_f(\hat{\theta}))/P'(Q(\hat{\theta})) = 1$. It is possible that in reality shocks are best modeled
as combination of both specifications.\textsuperscript{31}

4 Collusion over the business cycle

We have characterized the maximal collusive agreement but said nothing on how difficult is for the strategic firms to sustain such an agreement under varying demand conditions. The question of whether is more difficult for firms to sustain collusion during booms than during recessions (or vice versa) has received a great deal of attention in the literature after the pioneers works of Green and Porter (1984) and Rotemberg and Saloner (1986). Since our intention is not to provide a discussion of how all existing results could change with the introduction of a (large) fringe, we follow Rotemberg and Saloner’s (1986) in that demand is subject to (observable) i.i.d. $\theta$ shocks. We also assume that all (strategic) firms use the same factor $\delta \in (0,1)$ to discount future profits.

For maximal collusion to be sustained throughout the business cycle it must hold for all $\theta$ and for each strategic firm that the profits along the collusive path be equal or greater than the profits from cheating on the collusive agreement and falling, thereafter, into the punishment path, that is

$$\pi^m(\theta) + \delta V^m \geq \pi^d(\theta) + \delta V^p$$

(13)

where $V^m = E_\theta[\pi^m(\theta)]/(1-\delta)$ is the firm’s expected present value of profits along the collusive path, $\pi^d(\theta)$ is the profit obtained by the deviating firm in the period of deviation and $V^p$ is the firm’s expected present value of profits along the punishment path. Although in principle the punishment path can take different forms (which may include return to collusion after some period of time), reversion to Nash-Cournot appear to us as most reasonable, particularly because of the fringe presence. Expression (13) adopts this view,\textsuperscript{32} so $V^p = E_\theta[\pi^{nc}(\theta)]/(1-\delta)$.

It is important to notice that the direction of the deviation from the collusive agreement vary along the business cycle. If the deviation occurs sometimes during the output-contracting phase of the collusive agreement (i.e, when $\theta < \hat{\theta}$), the optimal deviation is to increase output (i.e., move in the Nash-Cournot direction). But if deviation occurs sometimes during the output-expanding phase (i.e, when $\theta > \hat{\theta}$), the optimal deviation is to reduce output below the collusive level. This invites us to speculate, at least in theory, about the possibility that a fringe firm

\textsuperscript{31}See also Turnovsky (1976) for a technical discussion on the use of multiplicative shocks as opposed to additive shocks.

\textsuperscript{32}We also consider the optimal penal codes of Abreu (1986, 1988) and find no qualitative changes in our results.
could sabotage one of the strategic firms’ production sufficiently enough as to force the latter to implement an (optimal) deviation and, hence, trigger a return to Nash-Cournot prices.33

We can now use (13) to obtain the discount factor function \( \delta(\theta) = (\pi^d(\theta) - \pi^m(\theta)) / (V^m - V^p) \) that establishes the minimum discount factor needed to sustain maximal collusion at \( \theta \) provided that maximal collusion is sustained at all other \( \theta \)’s.34 Then, the critical demand level \( \theta^c \) at which becomes most difficult for firms to sustain maximal collusion can be defined as \( \theta^c = \arg \max_\theta \delta(\theta) \). In other words, firms can sustain maximal collusion throughout the business cycle only if \( \delta \geq \delta(\theta^c) \).

To facilitate the exposition, let us adopt for a moment, the simplifying assumptions of linear demand and costs, which will allows us to obtain tractable expressions for \( \pi^d(\theta) \) and \( \pi^m(\theta) \). Solving we obtain35

\[
\delta(\theta) = \theta [(n - 1)c - \theta b]^2 / (c + \theta b)^2 K
\]

where \( K = a^2 / 16n^2b(V^m - V^p) \).

The function \( \delta(\theta) \) is plotted in Figure 1, which exhibits a local maximum at \( 0 < \theta_1 < \hat{\theta} \) and a global minimum at \( \hat{\theta} \) —when maximal collusion reduces to the Nash-Cournot outcome. Note that \( \delta(\theta) \) has been drawn without paying attention to the fact that the support of \( \theta \) is some subset \([\underline{\theta}, \overline{\theta}]\) of \( \mathbb{R}^+ \). Despite both \( V^m \) and \( V^p \) depend on the actual support (and distribution) of \( \theta \), they enter as constant terms in (14), so changes in the support (and/or distribution) of \( \theta \) will only scale \( \delta(\theta) \) up or down with no effects on the discussion that follows (e.g., \( \theta_1 \) is independent of \( \underline{\theta} \) and \( \overline{\theta} \)). More importantly, depending on the values of \( \underline{\theta} \) and \( \overline{\theta} \) one can construct cases in which the critical time is either at booms (e.g., \( [\underline{\theta} = 0, \overline{\theta} = \theta_1] \), \( [\underline{\theta} = \hat{\theta}, \overline{\theta} > \hat{\theta}] \)) or at recessions (e.g., \( [\underline{\theta} = \theta_1, \overline{\theta} = \hat{\theta}] \)). The latter example is most interesting because even if we restrict attention to output-contracting collusion, that is, \( \overline{\theta} \leq \hat{\theta} \), we do not need invoke Green and Porter’s (1984) imperfect monitoring to generate price wars at recessions.36

---

33 Obviously, the incentive for a strategic firm’s to sabotage the production of another strategic firm are always smaller than the incentives to deviate from the collusive agreement itself because the sabotage (regardless of whether it is detected or not by the affected firm) involves the simultaneous deviation of two firms which is always less profitable than the deviation of a single firm.

34 It is not difficult to show for the simple model that sustaining maximal collusion is easier than sustaining the static monopoly outcome. Since \( \pi^m(\theta) > \pi^d(\theta) \), it suffices to show that \( \pi^d(\theta) \) is smaller than the one-period profit from deviating from the monopoly outcome. After some algebraic manipulation we obtain that this holds for \( \theta \leq (\sqrt{n} - 1)c/b \), but from Lemma 2 we know this is the relevant range.

35 \( \pi^d(\theta) = \theta b[q^d(\theta)]^2 \), where \( q^d(\theta) = a[c(n + 1) + \theta b] / 4nb(c + \theta b) \) is the optimal deviation when each of the remaining strategic firms are playing \( Q^*_{r, n} \).

36 The Bagwell and Staiger’s (1997) model of serially correlated demand shocks is also able to generate price wars at recessions for some parameter values.
The above discussion extends to the general model in that we can establish

**Proposition 3** The time at which is more difficult for large firms to sustain maximal collusion can be either at booms or recessions.

**Proof.** See the Appendix □

The above result entirely hinges on the fact that there exists a demand level \( \hat{\theta} \) at which the collusive and the non-collusive outcomes are indistinguishable, so collusion for any nearby \( \theta \) is easily sustained. As we increase fringe’s costs, \( \hat{\theta} \) moves to the right (see Proposition 1) and eventually falls outside the support of \( \theta \). In the limit, when fringe’s costs are so high that its market share goes to zero, we return to Rotemberg and Saloner’s (1986) prediction that in the absence of fringe firms collusion is more difficult to sustain during booms (i.e., at the largest \( \theta \)).

5 Welfare: A numerical exercise

One of the main implications of our results is that the effect of collusion on welfare is to be signed on a case-by-case basis. If Herfindahl’s behavioral hypothesis is correct, the copper cartel of 1935-39 had an unambiguous negative impact on welfare. But this is not necessarily so if one believes the cartel was also able to sustain collusion during booms. To illustrate this possibility, consider the following numerical exercise. Assume that the cartel was able to sustain maximal collusion in each of the six periods described in Table 1 and use the (aggregate) price and quantity data of each of those periods to recover cost and demand parameters. Then, use these parameters to predict what would have been the non-collusive equilibrium in each period.

In carrying out the exercise, we assume that (i) the five cartel members are identical, (ii) the demand in period \( t = 1, ..., 6 \) is \( P_t(Q_t, \theta_t) = \theta_t(a - bQ_t) \), (iii) the marginal cost function of each of the cartel members is \( c_{st}q_{st}^\gamma \), and (iv) the fringe’s marginal cost function is \( c_{ft}Q_{ft}^\eta \). The parameters to be estimated are \( \theta_t \), \( a \), \( b \), \( c_{st} \), \( \gamma \), \( c_{ft} \), \( \eta \). We have more parameters than equilibrium equations so we are forced to make some (reasonable) arbitrary selections. We set \( b = 0.7 \) to work with demand elasticity numbers around \(-0.35\); similar to those in Agostini (2006) and the studies cited therein. In addition, we set \( \gamma = \eta = 0.4 \). We do not have a good

\[^{37}\text{Strictly speaking Rotemberg and Saloner (1986) show that in a quantity-setting game (with no fringe) it is not always the case that collusion is more difficult to sustain at booms. It is the case though when demand and costs are linear. In fact, in the limiting case of no fringe eq. (14) reduces to } \lim_{c \to \infty} \hat{\delta}(\theta) = \theta(n - 1)^2 K, \text{ where } K = a^2/16a^2b(V^m - V^p) \text{ and } V^m \text{ and } V^p \text{ correspond to the no-fringe values.}\]
reason to differentiate between $\gamma$ and $\delta$ and these numbers produce less variation among the $c_{kt}$'s ($k = s, f$), which we think should not vary much in a four-year period. Besides, lower numbers (e.g., $\gamma = \eta = 0.1$) produce the unreasonably scenario of output-expanding collusion at all periods while higher numbers (e.g., $\gamma = \eta = 0.7$) result not only in wide variation among $c_{kt}$'s but also in some negative $c_{ft}$'s. We also normalize the demand shocks to the apparently largest shock, that is, $\theta_3 = 1$.

Results, which are merely for illustrative purposes and not aimed at testing hypothesis, are reported in Table 2. The next three columns following the period column show demand and costs parameters for the six periods.\textsuperscript{38} In the fifth, sixth and seventh columns we reproduce the (assumed) maximal collusion levels of Table 1 (quantities are again at their annual rates) to facilitate the comparison with the hypothetical Nash-Cournot levels of the following three columns. As predicted by our theory, the non-collusive prices are lower during recessions ($t = 1, 2, 4$ and $6$) but higher during booms ($t = 1$ and $5$). Furthermore, the average non-collusive price (weighted by the number of months in the period) is almost equal to the average collusive price (10.3 vs. 10.4). Provided that collusion prices are less volatile and that a one cent off during booms add more to consumer surplus than a one cent off during recessions, it may well be that the copper cartel of 1935-39 did not have a negative impact on welfare but the opposite. Obviously, this is just an hypothesis that has yet to be tested econometrically.

6 Final remarks

Following the structure of many commodity markets, we have studied the properties of a collusive agreement when this is carried out only by the largest firms of the industry. We have found that as the (non-collusive) output of the noncartel firms expands, it may be optimal for the cartel to jointly produce above their non-collusive levels. Consequently, we cannot rule out, at least in theory, the possibility of a welfare-enhancing collusive agreement in which periods of output-contracting collusion are accompanied by periods of output-expanding collusion.

We also found that due to the presence of a significant fraction of noncartel firms (i.e., fringe firms), we do not need Green and Porter’s (1984) imperfect information to generate price wars in recessions (i.e., procyclical pricing). More generally, it may be equally difficult for large firms

\textsuperscript{38} Notice the variation of the cartel firms’ cost parameters (i.e., $c_i$’s), particularly the low numbers in $t = 3$ and 5. Besides indicating that even lower numbers (i.e., higher variation) would have resulted had we assumed return to Nash-Cournot during these two booms, it may be that these low numbers reflect an asymmetric expansion with greater participation of lower cost firms.
to sustain maximal collusion during booms than during recessions. It would be, nevertheless, interesting to extend the model to the case of imperfect information.

There are other theoretical extensions worth pursuing. So far we have assumed that large firms have sufficient flexibility to expand production as needed. While this seems to be less of a problem for the international copper cartel of 1935-39 thanks to the excess capacity left by the 1929-33 world contraction, the introduction of capacity constraints is likely to affect the properties of the collusive agreement (Staiger and Wolak, 1992). One can go even further and study altogether collusion in output and capacity (recall that in these markets firms are constantly expanding their capacities to cope with depreciation and new demand). This surely opens up the possibility for a capacity-expanding collusion even when firms set prices in the spot market. In addition to capacity constraints, the opportunity of forward contracting part of future production can also have implications for the collusive agreement (Liski and Montero, 2006).

Finally, it would be most interesting to carry out an empirical analysis of the copper cartel of 1935-39 along the works of Porter (1983) and Ellison (1994) for the JEC railroad cartel and test for periods of output-expanding collusion. One important difference with these previous studies is that we not only need to econometrically distinguish between regimes of (output-contracting) collusion and price wars (i.e., return to Nash-Cournot) but perhaps more difficult between regimes of output-expanding collusion and price wars.

Our theory may even suggest to revisit the operation of JEC railroad cartel itself. By looking at Porter’s (1983) estimations, it appears that price wars were more frequent during periods in which the Great Lakes were open to navigation, that is, periods in which the cartel faced a competitive fringe (i.e., lake steamers and sailships). If there was some strategic substitutability between the cartel’s pricing decisions and the fringe’s capacity decisions, one could argue that some of Porter’s price wars (during navigation weeks) may end up reclassified as periods of low collusive pricing.

Appendix

Proof of Proposition 1: The first part is straightforward. For $Q^m = Q^{mc}$ we need $C_f'()\theta P'()/(C_f'() - \theta P'()) = \theta P'()/n$ which rearranged leads to $\theta = -(n - 1)C_f'()/P'()$.

---

39 It would also be less of a problem if large firms manage, as in mineral markets, an in-house inventory to be built up during recessions and withdrawn during booms.
For the second part, we need to show that if we are at \( \theta = \hat{\theta} \) and let \( \theta \) go up by a marginal amount, say, to \( \theta' \), the term \( C'_f/(C_f - \theta P') \) in (10) suffers a greater fall (recall that \( P' < 0 \)) than the term \( 1/n \) in (3). If this is so, \( Q^{nc}_s(\theta') \) must be larger than \( Q^{nc}_s(\theta') \) (and, hence, \( Q^m(\theta') \) larger than \( Q^{nc}(\theta') \)) for both (3) and (10) to continue holding at \( \theta' = \hat{\theta} + d\theta \). Therefore, we need to show

\[
\frac{d}{d\theta} \left( \frac{C'_f(Q^m_f(\theta))}{C_f(Q^m_f(\theta)) - \theta P'(Q^m(\theta))} \right) < 0
\]  

(15)

Totally differentiating and rearranging, condition (15) reduces to

\[-C'_f \cdot \theta P' \cdot (dQ^m_f(\theta)/d\theta) + C'_f \cdot (P' + \theta P'' \cdot (dQ^m(\theta)/d\theta)) < 0 \]

But since \( C''_f(Q_f) \leq 0 \) by assumption, \( P' + \theta P'' \cdot (dQ^m(\theta)/d\theta) \equiv d[\theta P'(Q^m(\theta))] / d\theta < 0 \) (recall that \( \lim_{\theta \to -\infty} \theta P'(Q) = -\infty \)), and both \( dQ(\theta)/d\theta \) and \( dQ_f(\theta)/d\theta \) are, by construction, positive for all \( \theta \), expression (15) holds, which in turn implies that \( dQ^m(\theta)/d\theta \big|_{\hat{\theta} = \hat{\theta}} > dQ^{nc}(\theta)/d\theta \big|_{\hat{\theta} = \hat{\theta}} \). But if (15) holds for \( \hat{\theta} \) it cannot simultaneously hold for \( \hat{\theta} \), which would be a contradiction.

**Proof of Proposition 2:** Consider a group of \( n \) strategic firms \((i = 1, \ldots, n)\) and a competitive fringe consisting of a continuum of firms (indexed by \( j \)) engaged in a simultaneous price-setting game of infinite horizon. Strategic firms produce differentiated goods at the same cost \( C_s(q_{si}) \). Fringe firms produce a homogenous good according to the aggregate marginal cost curve \( C_f(Q_f) \) (as before, a fringe firm’s unit-cost is denoted by \( c_j \)). Strategic firm \( i \)'s demand is \( q_{si} = D_{si}(p_{si}, p_{-si}, p_f) \), where \( p_{-si} \) is the vector of prices charged by the remaining strategic firms and \( p_f \) is the price charged by all fringe firms (it should be clear that in equilibrium \( p_f \) will be equal to the unit-cost of the most expensive fringe firm that entered into production, that no fringe firm with a unit-cost equal or lower than \( p_f \) would want in equilibrium to charge anything different than this price, and that no firm with unit-cost higher than \( p_f \) would want to charge lower than \( p_f \)). Fringe aggregate demand is \( Q_f = D_f(p_f, p_s) \), where \( p_s = (p_{s1}, \ldots, p_{sn}) \) is the vector of prices charged by strategic firms. It is also known that \( \partial D_k / \partial p_k < 0, \partial D_k / \partial p_{\neq k} > 0, \) and \( |\partial D_k / \partial p_k| > |\partial D_k / \partial p_{\neq k}| \).

The (non-collusive) Nash-Bertrand equilibrium of the one-period game is obtained by si-
multaneously solving each firm’s problem

\[
\max_{p_i} D_{si}(p_{si}, p_{-si}, p_f) p_i - C_s(D_{si}(p_{si}, p_{-si}, p_f)) \quad \text{for all } i = 1, \ldots, n
\]

\[
p_fj = \begin{cases} 
p_f & \text{if } c_j \leq p_f \\
p_f & \text{if } c_j > p_f 
\end{cases} \quad \text{for all } j
\]

Then, the Nash-Bertrand equilibrium outcome is given by

\[
D_{si}(p_{si}^{nb}, p_{-si}^{nb}, p_f^{nb}) + [p_{si}^{nb} - C_s(D_{si}(p_{si}, p_{-si}, p_f))] \frac{\partial D_{si}}{\partial p_{si}} = 0
\]

(16)

\[
C_f'(D_f(p_f^{nb}, p_s^{nb})) = p_f^{nb}
\]

On the other hand, and following Section 3.2, the maximal collusive outcome for the strategic firms is obtained by solving

\[
\max_{p_{si}, \ldots, p_{sn}} \sum_{i=1}^{n} \left\{ D_{si}(p_{si}, p_{-si}, p_f(p_s)) p_i - C_s(D_{si}(p_{si}, p_{-si}, p_f(p_s))) \right\}
\]

(17)

where \(p_f(p_s)\) is implicitly given by the fringe’s equilibrium response

\[
C_f'(D_f(p_f, p_s)) = p_f
\]

(18)

Using the latter, the first-order conditions associated to the optimal collusive outcome can, after rearranging some terms, be written as

\[
D_{si}(p_i^{m}, p_{-i}^{m}, p_f^{m}) + \sum_{k=1}^{n} [p_{si}^{m} - C_s'(D_{sk})] \left( \frac{\partial D_{sk}}{\partial p_{si}} + \frac{\partial D_{sk}}{\partial p_f} \frac{\partial p_f}{\partial p_{si}} \right) = 0 \quad \text{for all } i = 1, \ldots, n
\]

(19)

and \(C_f'(D_f(p_f^{m}, p_s^{m})) = p_f^{m}\).

Given that \(\partial p_f/\partial p_{si} > 0\), the difference between (19) and (16) is a stream of various positive terms (those price effects internalized in the collusive agreement); therefore, it is immediate that \(D_{si}(p_i^{m}, p_{-i}^{m}, p_f^{m}) < D_{si}(p_{si}^{nb}, p_{-si}^{nb}, p_f^{nb})\) for all \(i = 1, \ldots, n\), and with that, \(D_f(p_f^{m}, p_s^{m}) < D_f(p_f^{nb}, p_s^{nb})\). Note that in the Hotelling example of the introduction, the strategic firms do not directly face each other, so \(\partial D_{s1}/\partial p_{s2} = \partial D_{s2}/\partial p_{s1} = 0\).

Proof of Proposition 3: We simply need to reproduce the relevant characteristics of Figure 1 for the general model (whether, for example, the global maximum for the function \(\delta(\theta)\) is to
the right or left of $\hat{\theta}$ is not relevant for the validity of the proposition). Using the no-deviation condition (13) and the definitions for $V^m \equiv E_\theta[\pi^m(\theta)]/(1 - \delta)$ and $V^p \equiv E_\theta[\pi^{nc}(\theta)]/(1 - \delta)$, the function $\delta(\theta)$ becomes

$$\delta(\theta) = \frac{\pi^d(\theta) - \pi^m(\theta)}{\pi^d(\theta) - \pi^m(\theta) + E_\theta[\pi^m(\theta)] - E_\theta[\pi^{nc}(\theta)]} = \frac{1}{1 + \Delta(\theta)}$$

where $\Delta(\theta) \equiv E_\theta[\pi^m(\theta) - \pi^{nc}(\theta)]/\pi^d(\theta) - \pi^m(\theta)] > 0$. Notice again that the support of $\theta$, i.e., $[\underline{\theta}, \overline{\theta}]$, will only scale $\Delta(\theta)$ up or down. For $\theta = 0$, we have that $\pi^d(\theta) = \pi^m(\theta) = 0$, so $\Delta(\theta) \to \infty$ and $\delta(\theta) = 0$. For $\theta = \hat{\theta}$, we have that $\pi^d(\theta) = \pi^m(\theta) > 0$, so $\Delta(\theta) \to \infty$ and $\delta(\theta) = 0$. For $0 < \theta < \hat{\theta}$, $\Delta(\theta) > 0$ and $0 < \delta(\theta) < 1$; and there will be a demand shock $0 < \theta_1 < \theta$ associated to the local maximum $\delta_1$. For $\theta > \hat{\theta}$, $\Delta(\theta) > 0$ and $0 < \delta(\theta) < 1$. However, $\delta(\theta)$ does not converge to the unity because $\pi^m(\theta)$, and hence $\pi^d(\theta)$, are bounded by the fringe presence.41

References


41 Let $\overline{Q}$, where $P(\overline{Q}) = 0$, be the (totally inelastic) demand as $\theta$ approaches infinity. The equilibrium price cannot go above $\overline{P}$, where $\overline{P} = C'_\ell(\overline{Q})$. 
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### Table 1. Evolution of the copper cartel of 1935-1939

<table>
<thead>
<tr>
<th>Period</th>
<th>Quota status</th>
<th>Cartel production</th>
<th>Noncartel production</th>
<th>London spot price</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Production (annual rate)</td>
<td>Per cent change from preceding period</td>
<td>Production (annual rate)</td>
</tr>
<tr>
<td>1. July—Dec. 1935</td>
<td>Quotas</td>
<td>559</td>
<td></td>
<td>408</td>
</tr>
<tr>
<td>2. Jan.—Dec. 1936</td>
<td>Quotas</td>
<td>598</td>
<td>+7.0%</td>
<td>368</td>
</tr>
<tr>
<td>3. Jan.—Nov. 1937</td>
<td>No Quotas</td>
<td>917</td>
<td>+53.4%</td>
<td>439</td>
</tr>
<tr>
<td>4. Dec. 1937—Sept. 1938</td>
<td>Quotas</td>
<td>762</td>
<td>-16.9%</td>
<td>481</td>
</tr>
<tr>
<td>5. Oct. 1938—Dec. 1938</td>
<td>No Quotas</td>
<td>948</td>
<td>+24.4%</td>
<td>504</td>
</tr>
<tr>
<td>6. Jan. 1939—July 1939</td>
<td>Quotas</td>
<td>736</td>
<td>-22.4%</td>
<td>511</td>
</tr>
</tbody>
</table>

Source: Table 3 of Herfindahl (1959, p. 115)

### Table 2. Collusive and non-collusive equilibria for the copper cartel of 1935-39

<table>
<thead>
<tr>
<th>t</th>
<th>θ</th>
<th>c_s</th>
<th>c_f</th>
<th>Q_s^m</th>
<th>Q_f^m</th>
<th>P^m</th>
<th>Q_s^{nc}</th>
<th>Q_f^{nc}</th>
<th>P^{nc}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.23</td>
<td>2.19</td>
<td>2.00</td>
<td>559</td>
<td>408</td>
<td>8.2</td>
<td>679</td>
<td>337</td>
<td>7.6</td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>2.31</td>
<td>2.41</td>
<td>598</td>
<td>368</td>
<td>9.5</td>
<td>739</td>
<td>290</td>
<td>8.6</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>1.44</td>
<td>3.16</td>
<td>917</td>
<td>439</td>
<td>13.4</td>
<td>847</td>
<td>498</td>
<td>14.0</td>
</tr>
<tr>
<td>4</td>
<td>0.49</td>
<td>1.75</td>
<td>2.22</td>
<td>762</td>
<td>481</td>
<td>9.7</td>
<td>798</td>
<td>457</td>
<td>9.5</td>
</tr>
<tr>
<td>5</td>
<td>1.36</td>
<td>1.12</td>
<td>2.38</td>
<td>948</td>
<td>504</td>
<td>10.6</td>
<td>624</td>
<td>800</td>
<td>12.8</td>
</tr>
<tr>
<td>6</td>
<td>0.51</td>
<td>2.02</td>
<td>2.22</td>
<td>736</td>
<td>511</td>
<td>10.0</td>
<td>743</td>
<td>508</td>
<td>9.9</td>
</tr>
</tbody>
</table>

*Note: a = 92.5.*
Figure 1. Critical time for maximal collusion